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Samples: A General Discussion With 
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1 GESIS – Leibniz Institute for the Social Sciences
2 City of Mannheim 
3 Federal Statistical Office of Germany (DESTATIS)

Abstract
Panel surveys suffer from attrition, where participants drop out over time. To main-
tain generalizability, refreshment samples are frequently employed, bringing in new 
individuals, increasing the number of panelists, and balancing sample composition. 
Although refreshment samples offer numerous advantages, the inclusion of new panel 
members may introduce bias into the analysis if the design weights are not appropri-
ately tailored to these new members and adjusted to align with existing panel members. 
If not correctly accounted for, their inclusion may bias results. This paper addresses the 
issue of designing proper weights by applying the multiple-frame weighting approach 
proposed by Kalton and Anderson, which is generally used for cross-sectional surveys, 
to ongoing panel studies with refreshment samples. We demonstrate its application to 
a synthetic data set and a probability-based mixed-mode panel with an initial sample 
and two refreshment samples. We compare estimates obtained using multiple-frame 
weighting with those obtained using unweighted and naively weighted methods (where 
design weights are used as calculated for the respective samples without adjusting for 
the fact that some members of the population have a chance of being sampled more 
than once due to the refreshments). These comparisons showcase the potential for bias 
introduced by neglecting proper weighting and underscore the importance of both a 
multiple-frame weighting approach and meticulous sample documentation.

Keywords:	 panel surveys, GESIS Panel, refreshment samples, multiple-frame weighting, 
inclusion probabilities
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To study social change, panel surveys of the same individuals over time are cru-
cial. Ensuring the validity of the panel’s findings requires that the panel mem-
bers adequately represent the population. Panel surveys, which usually start 
with a random sample drawn from the population of interest, face attrition, as 
some panel members choose to discontinue their participation, can no longer be 
contacted, or die. Attrition introduces the risk of a panel being selective for cer-
tain population subgroups, especially if members of some subgroups drop out 
at higher rates than others. In addition to potential attrition bias, the reduced 
sample size decreases the precision of sample estimates.

To counteract the negative effects of attrition, panels such as the Longitudi-
nal Internet Studies for the Social Sciences (LISS) panel (Scherpenzeel, 2011), 
the German Internet Panel (Blom, Gathmann, & Krieger, 2015), and the GESIS 
Panel (Bosnjak et al., 2018) are usually refreshed after some time by recruiting 
new panel members. In scientific research, both the initial recruitment sam-
ple and the refreshment sample(s) are usually drawn using a random sampling 
approach. It may be a simple task to determine for each recruitment sample 
an individual’s propensity to be sampled (in the case of sampling designs that 
are not too complex). However, combining the initial recruitment sample and 
refreshment samples drawn at different points in time from a population of 
interest that is described in the same way (e.g., persons aged 18 years or older) is 
not a trivial task. This is due to the fact that each sample is drawn sequentially 
and independently of the previous samples. One key challenge is therefore to 
account for the fact that, in principle, some members of the population have a 
chance of being sampled more than once, whereas others do not, as they were 
not part of the population of interest when the previous samples were recruited. 
This results in very different probabilities of being included in the panel survey. 
Naive weighting strategies, such as directly adopting design weights using the 
design weights of the individual samples without adjusting for potential over-
lap between the sampling frames or the probability of being sampled several 
times, fail to yield valid inferences for panel surveys with refreshments, as they 
would lead to an overestimation of the population in cases where the population 
of interest of each recruitment overlaps (Gabler et al., 2012; Lohr, 2011; Sand & 
Gabler, 2018).

In this paper, we show how the multiple-frame weighting methodology 
proposed by Kalton and Anderson (1986) and Lohr and Rao (2006), which was 
originally developed for cross-sectional surveys with more than one sampling 
frame, can be used to create weights in a panel context. We demonstrate that 
using the initial design weights for the recruitment and refreshment samples 

Direct correspondence to  
Matthias Sand, GESIS – Leibniz Institute for the Social Sciences, Mannheim, Germany 
E-mail: Matthias.Sand@gesis.org
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separately may result in significant biases, even when these samples are indi-
vidually self-weighted. However, there is a limited body of literature on the cor-
rect calculation of design weights for panel surveys with refreshment samples. 
Therefore, using the GESIS Panel—a German probability-based mixed-mode 
panel—as an illustrative example, we showcase how the multiple-frame weight-
ing approach provides more accurate estimates. We assess the weights by com-
paring unweighted, naively weighted, and multiple-frame-weighted estimates of 
age and region with their corresponding actual population values.

The remainder of the paper is structured as follows: In the next section (Mul-
tiple-Frame Approach), we introduce the multiple-frame weighting approach 
proposed by Kalton and Anderson (1986) and discuss how it can be applied and 
understood in the panel context rather than its original context of application, 
multiple cross-sectional samples. We further demonstrate its use under ideal 
(and controlled) conditions using a synthetic data set. In the third section (Apply-
ing the Multiple-Frame Approach to the GESIS Panel), we apply this approach to 
actual panel data. We conclude with a discussion of our findings (Discussion).

Multiple-Frame Approach
Sampling theory allows for the use of inclusion probabilities from the sampling 
design to estimate population values (e.g., totals) with the Horvitz-Thompson 
estimator (Horvitz & Thompson, 1952). However, when a survey is conducted 
using several sampling frames that partially cover the entire population, frames 
may intersect. Therefore, multiple frames, which are common in real-world 
surveys, require multiple-frame approaches to address the overlap of frames 
and ensure unbiased estimates and/or to calculate the inclusion probabilities. 
Approaches such as that proposed by Kalton and Anderson (1986) adjust the 
inclusion probabilities to account for individuals appearing in multiple frames 
by incorporating the overlap into the estimation process. Therefore, such an 
approach prevents overestimation of the accessible population (Brick et al., 
2005; Lohr & Rao, 2006; Sand & Gabler, 2018; Skinner & Rao, 1996).

A common application of such an approach is a telephone survey of all resi-
dents in a country. In such surveys, two sampling frames are typically used: a 
list of all landline numbers and a list of all mobile phone numbers. Neither list 
contains all or most of the population members; for example, younger individu-
als may be missing from the landline list, and older individuals may be missing 
from the mobile phone list (Heckel & Wiese, 2011). When conducting surveys 
using two different sampling frames, two types of individuals can be identified: 
those who can participate in the survey via both frames and those who can par-
ticipate only via one of the frames.
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The challenge lies in the potential overlap of the different sampling frames, 
as some individuals may be accessible via both frames, thereby increasing their 
likelihood of being selected for the survey. This circumstance must be accounted 
for by using a multiple-frame approach when calculating design weights. Sev-
eral methods can be used during the estimation process to account for individu-
als being part of multiple sampling frames. The most notable methods (e.g., the 
multiplicity approach or convex combinations) involve transforming or weight-
ing the design weights of individuals belonging to both frames (Brick et al., 2005; 
Singh & Mecatti, 2011) or calculating a joint inclusion probability, as in the Kal-
ton–Anderson approach (Kalton & Anderson, 1986; Lohr, 2007).

Multiple-frame approaches are commonly used in cross-sectional surveys. We 
propose to view the initial sample and the refreshment samples in panel surveys 
as multiple frames and to apply a multiple-frame approach to derive accurate 
design weights. In panel surveys, where the same group of individuals is sur-
veyed repeatedly over time, fluctuations due, for example, to migration, births/
deaths, or aging in the population may also pose a challenge. As the composition 
of the population changes, some individuals may become unreachable or no lon-
ger meet the survey’s eligibility criteria. To address this issue, researchers may 
opt to use refreshment samples, which involve introducing new participants 
into the panel to replace those who have attrited or become ineligible. Addition-
ally, the population from which the initial sample was drawn also ages. Hence, 
when initiating a refreshment, a compelling case can be made for treating the 
dynamic fluctuations within a population from one point in time to another as 
distinct frames, albeit with a substantial overlap. Recognizing these temporal 
shifts as separate frames is crucial to prevent biased estimates, particularly 
when there is a risk of overestimating subpopulations sampled at multiple time 
points. To address this concern, adopting a multiple-frame approach becomes 
imperative. It is noteworthy that the existing literature focuses predominantly 
on cross-sectional surveys and that there is a notable dearth of documented 
applications of multiple-frame approaches to panel surveys. This underscores 
the urgency of considering the temporal evolution within a population as dis-
tinct frames—especially when conducting refreshments—to ensure more accu-
rate and unbiased estimates.

Panels With Refreshment Sample(s) as a Special Case of a  
Multiple-Frame Survey

Assuming a panel survey originates from a simple random sample design and 
incorporates refreshment sample(s) at a specific point in time to counteract the 
adverse effects of panel attrition, it is essential to consider changes in the inclu-
sion probabilities for each element in the panel survey. If the sampling frame 
for the refreshment sample(s) has not been adjusted for the elements that were 
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already part of the original (gross) sample, there is a theoretical possibility of an 
element drawn in the initial sample also entering the second sample. Further-
more, the inclusion probabilities of these specific elements increase with each 
subsequent refreshment. Additionally, due to the assumed time gap between the 
original sample and the refreshment sample, the latter may include elements 
that were not yet eligible at the time the original sample was drawn and that 
entered the panel exclusively via the refreshment sample. Consequently, regard-
ing the estimation based on this “refreshed” panel survey, it can be viewed as 
a multiple-frame survey, given the disparity between the original and refresh-
ment sampling frames, even though considerable overlap is presumed.

The refreshment of a panel survey may take place at several points in time. 
The different sampling frames may occur similarly to the Venn diagram in Fig-
ure 1.

Figure 1	 Schematics of a multiple-frame survey comprising three sampling 
frames

In the context of panel surveys, we have the original sample drawn from Frame 
A and two refreshment samples drawn from Frames B and C (see Figure 1). As the 
refreshment samples are generally drawn sequentially at two different points 
in time, we end up with three different frames, two or more of which overlap. 
In the case of a panel survey with several refreshments, one might assume the 
intersections between the frames to be considerable.

This implies that individuals who are in two or three sampling frames (and 
therefore form the intersection) could enter the panel at multiple time points 
and thus have a higher probability of being sampled for the panel compared 
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with those who are part of only one of the frames. For individuals within the 
intersection of two or more frames, it is crucial to accurately calculate the inclu-
sion probability, accounting for the possibility of being sampled from more than 
one frame, to prevent estimation bias.

Simply using the inclusion probability of each of the three samples based on 
each of the sampling frames may lead to an overestimation of the number of 
elements within the intersections and an underestimation of those that can be 
sampled from only one frame. However, simply adding up the probabilities of 
inclusion for those elements within each intersection would lead to an overes-
timation of their inclusion probability. Therefore, it is crucial to accurately cal-
culate an individual’s overall inclusion probability by appropriately adding and 
subtracting their corresponding joint inclusion probabilities of each frame. This 
mechanism includes and excludes particular overlaps of the respective frames 
when calculating the inclusion probability. In this particular example, the 
design weights must be generated as follows: For each of the three samples, the 
probability of being included in the corresponding sample , with  is 
given by

� (1)

where  refers to the (gross) sample size of a sample and  to the number of ele-
ments within each sampling frame.

To adjust for the multiple-frame sampling design, three groups of individuals 
can be distinguished: (a) individuals who can enter the survey via all three sam-
pling frames, (b) individuals who can enter the survey via two sample frames, 
and (c) individuals who can enter the survey via only one of the three sampling 
frames.

For individuals in Group (a), the (adjusted) inclusion probabilities are given by

� (2)

Group (b) consists of three subgroups: (1) individuals who can enter the sur-
vey via Samples A and B, (2) individuals who can enter it via Samples A and C, 
and (3) individuals who can enter it via Samples B and C. For the first subgroup, 

 could be derived by setting the inclusion probability of the frame of which the 
individuals are not part in equation (2) to zero. The inclusion probabilities are 
then given by

� (3)
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Inclusion probabilities for the other two subgroups are generated accordingly. 
For individuals in Group (c), the multiple-frame inclusion probabilities are equal 
to the inclusion probabilities of the corresponding sample.

In the present paper, the importance of using the correct design weights to 
perform inference from a multiple-frame survey will be illustrated in a syn-
thetic data example and the GESIS Panel (Bosnjak et al., 2018). There are other 
methods for adjusting design weights in multiple-frame designs, for example, 
fixed weight adjustment by Hartley (1962), the multiplicity approach by Mecatti 
(2007), and the pseudo-maximum likelihood method by Lohr and Rao (2006). 
Sand (2018) showed that using a composite approach can lead to more precise 
estimates, while point estimates are almost identical to the Kalton-Anderson 
approach. Composite weighting approaches adjust the design weight of an ele-
ment in the overlap population by a factor between 0 and 1. However, these 
approaches require further information on the sampling frames, their respec-
tive sizes and overlap, or knowledge about the original frame that was used to 
sample a particular element. In our case, using only the data set of the GESIS 
Panel that was provided to us, we could not identify the original sampling frame. 
However, as we worked only on a reduced GESIS panel data set that included only 
age and region, it was easy to determine whether an individual belonged to the 
overlap population. Using the full GESIS Panel data set, one could nevertheless 
also employ a composite approach similar to that suggested by Brick et al. (2005).

Illustration of the Multiple-Frame Approach Based on a 
Synthetic Data Set

To demonstrate the workings of a multiple-frame weighting approach for panels 
with refreshment samples under controllable conditions, we initially generated 
a synthetic data set, mimicking the sampling approach and the related sampling 
frames of the GESIS Panel. The synthetic population was constructed in accor-
dance with official statistics. 

In our example, we assumed that the recruitment of the original sample 
started with a population aged between 18 and 69 years (Frame 1). Two years 
later, a first refreshment sample was drawn. Hence, each member of the syn-
thetic population who was at least 16 years old when the initial panel recruit-
ment started (and 18 years old at the time of the first refreshment) could be part 
of that refreshment sample (Frame 2). Three years after that, the second refresh-
ment sample was drawn in accordance with the design of the first refreshment 
(Frame 3). For that particular sample, each individual who was at least 13 years 
old when the initial panel recruitment took place could be part of the second 
refreshment (Frame 3). All three frames together cover a population of 68 mil-
lion elements (100%). Frames 1 and 2 jointly cover 65.7 million elements (96.6%), 
and Frame 1 contains only 53.4 million elements (78.5%). Table 1 illustrates the 
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varying target populations of the underlying sampling frames based on the age 
of the persons at the time of recruitment of the original sample.

Table 1	 Target populations of the underlying sampling frames based on the 
age of the persons at the time of recruitment of the original sample 

Age category1 Frame 1 Frame 2 Frame 3

13–15 years ✘ ✘ ✔

16–17 years ✘ ✔ ✔

18–69 years ✔ ✔ ✔

70+ years ✘ ✔ ✔
1 � The age category refers to an individual’s age at the time of recruitment of the original 

sample.

As can be seen in Table 1, there is an overlap of all three sampling frames for 
those elements aged 18–69 years when the original sample was recruited, and 
there is an overlap of Frames 2 and 3 for those aged 16–17 years and 70 years and 
over when the original sample was recruited. However, those aged 13–15 years 
when the original sample was drawn could come only from Frame 3. As this 
simulation study mimics the approach of the GESIS Panel, the recruitment of the 
first and second refreshments (Frames 2 and 3) differs from that of the initial 
sample (Frame 1). Whereas the initial sample was restricted by a maximum age 
of 69, the first and second refreshments were not. Hence, persons who were at 
least 70 years old when the original sample was recruited could be sampled only 
from Frames 2 and 3.

Similar to sampling designs often used in Germany, we further divided the 
synthetic population into two strata, “east” and “west,” in accordance with 
the distribution of the population across eastern and western German federal 
states. We did so to achieve a close approximation of the GESIS Panel, which will 
be discussed in the next section.

From the synthetic population divided into the strata “east” and “west,” we 
drew the three samples using an approach similar to that used by the GESIS 
Panel. We also used the GESIS Panel’s gross sample sizes (see Table 2).

As can be seen in the last column of Table 2, the sample size of the initial 
sample was allocated proportionally to both strata, whereas the sample sizes of 
the two refreshment samples were disproportionally allocated, with an overs-
ampling of elements stemming from the stratum “east.”
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Table 2	 Sample sizes and allocation of the sample sizes in the synthetic data 
set to the strata “east” and “west”

Sample Stratum No. of elements Proportion of sample

Frame 1 21,870 100%
 East 3,716 16.99%
 West 18,154 83.01%

Frame 2 10,692 100%
 East 3,366 31.48%
 West 7,326 68.52%

Frame 3 11,502 100%
 East 3,621 31.48%
 West 7,881 68.52%

Total size 44,054

Let us now assume that we want to estimate the age distribution of the popula-
tion based on the survey data. We can apply three strategies:

1. �Use the unweighted estimates to infer the population.
2. �Apply a naive weighting approach by using the design weights of the indivdual 

samples without adjusting for potential overlap between the frames. Design 
weights would then be based on the inclusion probability  for individuals 
who were sampled during the initial recruitment and on the inclusion proba-
bilities  and  for individuals who were sampled in the first and second 
refreshments, respectively.

3. �Apply design weights generated according to the multiple-frame approach 
described above.

The first two strategies are considered here due to their potential misuse when 
analysts are unaware of the multiple-frame approach or the issues discussed in 
the section entitled “Panels With Refreshment Samples as a Special Case of a 
Multi-Frame Survey.” These strategies can be applied when design weights are 
not provided or are available only on request (e.g., the LISS panel; see https://
www.lissdata.nl/faq). Misapplication may also occur if the panel provider pub-
lishes incorrect design weights, as noted by Wetzel, Schumann, and Schmiede-
berg (2021) in their correction for the pairfam panel. Our objective in explor-
ing these approaches was to highlight their adverse impacts and underscore the 
necessity of adopting the multi-frame approach. We therefore decided to forgo 
any further adjustments of these weights (e.g., for nonresponse or panel attri-
tion).

https://www.lissdata.nl/faq
https://www.lissdata.nl/faq
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An initial evaluation of the accuracy of a design-weighted estimator involves 
cross-referencing the sum of (unscaled) design weights with the actual popu-
lation size. As mentioned earlier, the population of all three frames together 
comprises 68 million elements. With the multiple-frame approach, the sum of 
the design weights was 67.99 million, whereas the naive approach—which does 
not account for the overlap between frames or the possibility of being sampled 
several times—yielded a total of 186.97 million. Both estimates refer to the full 
set of the panel’s population at the second refreshment. This stark contrast 
makes it evident that the naive approach would substantially overestimate the 
population size, a consequence of the issues discussed in the preceding section. 
Table 3 shows the resulting estimations for the age distribution—for example, 
the respective percentages of population members who belonged to the 10 age 
categories—applying the three different weighting approaches to the original 
sample and the two refreshments. 

Table 3 	 Example: Estimation of age with the synthetic data set using the 
three different weighting approaches

 
Age category

Unweighted 
estimation

Naive 
estimation

Multiple-frame 
estimation

True population 
value

13–15 years 0.79 1.16 3.18 3.38
16–17 years 1.10 1.67 2.29 2.18
18–29 years 18.41 17.66 16.21 16.04
30–39 years 15.47 14.88 13.64 13.36
40–49 years 21.07 20.11 18.50 18.79
50–59 years 18.76 17.55 16.22 16.37
60–69 years 14.45 13.80 12.54 5.16
70–79 years 6.87 8.84 11.46 11.45
80–89 years 2.67 3.74 5.14 5.16
90+ years 0.41 0.60 0.82 0.78

Comparing the estimates obtained using the three strategies with the true popu-
lation values (last column), one can easily see that the multiple-frame estimates 
are closest to the population values and that differences are likely attributable 
to sampling error alone. The estimates obtained using the unweighted and naive 
approaches are particularly poor for the youngest and oldest age cohorts. This 
shows that they cannot account for the fact that individuals in these age cohorts 
could be sampled by only one or both of the refreshment samples, whereas indi-
viduals in the overlapping cohorts could, in addition, be sampled in the initial 
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recruitment. Similar but less pronounced effects were found when estimating 
the east/west distribution, as can be seen in Table 4.

Table 4	 Example: Estimation of east/west distribution with the synthetic  
data set

 
Stratum

Unweighted 
estimation

Naive 
estimation

Multiple-frame 
estimation

True population 
value

East 24.29 16.02 15.99 15.95
West 75.71 83.98 84.01 84.05

Comparing the unweighted and naive approaches, one can see that the naive 
approach performed much better. This is due to the fact that the design weights 
for the refreshment samples accounted for the oversampling of eastern Ger-
many. The smaller discrepancy between naive and multiple-frame estimation in 
the case of the east/west estimation might be explained by the similar distribu-
tion of the strata across all age classes.

To conclude, using unweighted or naively design-weighted estimations mis-
represents the age distribution and might severely bias population inference. As 
described in the next section, to test these results on an actual panel, we applied 
these weighting strategies to the GESIS Panel.

Applying the Multiple-Frame Approach to the GESIS Panel

The GESIS Panel, a mixed-mode panel representing the general population in 
Germany (Bosnjak et al., 2018), employs self-administered surveys conducted 
bimonthly until 2020 and every third month from 2021 onward. The initial 
recruitment process involved a multi-step transition from interviewer-admin-
istered personal recruitment interviews to self-administered surveys. The sur-
vey initially targeted persons living in Germany aged between 18 and 69. Two 
refreshment samples were drawn in 2016 and 2018 using the German General 
Social Survey (ALLBUS) interview as the recruitment interview. The ALLBUS 
applies a two-stage sampling process, but it oversamples the region of eastern 
Germany. The target population differs from the initial sample and is defined 
as persons older than 17 years living in Germany, without an upper age limit. 
Table 5 displays each GESIS Panel sample, its respective design, and its target 
population. 
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Table 5	 Design and target population of the GESIS Panel recruitment samples

Sample Age range Sampling approach

2013 initial cohort 18–70 years Self-weighted

2016 refreshment (R1) 
 

17 years and older 
 

Oversampling of eastern 
Germany; self-weighted  
within stratum

2018 refreshment (R1) 
 

17 years and older 
 

Oversampling of eastern 
Germany; self-weighted  
within stratum

Figure 2 illustrates the target populations of the various GESIS Panel samples, 
emphasizing changes in eligibility criteria between the initial cohort and the 
refreshment samples. Notably, individuals born before 1942 and a younger age 
cohort are included in refreshment samples, thereby expanding the panel’s cov-
erage.

Figure 2	 Target population of the initial cohort and the refreshment samples 
of the GESIS Panel

Deriving Design Weights of the GESIS Panel

When combining the initial cohort of the GESIS Panel with its two refreshment 
samples, several points must be considered. First, each sample was drawn at 
different times, leading to slightly different target populations. Second, the 
refreshment samples had different age restrictions compared with the initial 
cohort. Thus, individuals could potentially have been included in one, two, or all 
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three of the GESIS Panel samples. Finally, the design weights must account for 
the disproportional allocation of sample size to eastern and western Germany in 
the first and second refreshment samples.

As already discussed, the initial cohort stems from a self-weighted sampling 
design. Hence, each element of the initial cohort (IC) has the same inclusion 
probability  given by:

� (4)

In the second and third recruitment (R1, R2) the design weighting has to compen-
sate for the disproportional allocation of sample size between eastern and west-
ern Germany in the ALLBUS sampling design. Thus, weights must be calculated 
separately for eastern and western Germany (GESIS, 2021). With  
being an indicator for western or eastern Germany, inclusion probabilities are 
given by

� (5)

and

� (6)

As described in the section entitled “Multiple-Frame Approach,” the GESIS Panel 
can be regarded as a three-frame design with its initial recruitment and two 
refreshments. A sizeable overlap of the three frames can be observed. Individu-
als who were born between December 1, 1942, and November 30, 1995, could—at 
least theoretically—have been sampled at each of the three recruitments. Hence, 
the inclusion probability must be adjusted in accordance with Equation (2). 
Moreover, due to the disproportional allocation of sample size to eastern and 
western Germany in Refreshments 1 and 2, an individual’s inclusion probability 
can be written as

� (7)

Persons born before December 1942 and persons born between December 1995 
and November 1998 could be recruited only in the first and second refreshments. 
In their case,  would be zero. For persons born between December 1998 and 
November 2000, the equation above reduces to .
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Comparison of Weighting Strategies in the GESIS Panel

In this section, we describe the application of multiple-frame weighting to the 
actual data from the GESIS Panel. Similar to the synthetic data example pre-
sented in the section entitled “Illustration of the Multiple-Frame Approach Based 
on Synthetic Data,” we conducted comparisons with the unweighted and naive 
estimations. First, we assessed the population size estimates. Table 6 presents 
the design weights, gross sample sizes, and estimated population sizes for the 
multiple-frame weighting approach. Table 7 provides the same estimates using 
the naive weighting approach.

As can be seen in Table 7, the naive weighting approach yielded an overall 
population estimate of 192.5 million, significantly surpassing the actual popula-
tion size of about 68.8 million. This overestimation stems from the naive method 
of iteratively calculating population sizes, resulting in inflated figures due to the 
repeated consideration of the intersection. When applying design weights with-
out adjustments, the extrapolated population size equaled the sum of the three 
samples, whereas focusing, for example, solely on the elements and weights of 
the second refreshment (R2) yielded the correct population size of 68.85 million 
(56.95 million + 11.9 million). Consequently, the design weights of each sample 
extrapolated to the corresponding sampling frame’s population size.

By contrast, the multiple-frame approach estimated an overall population 
size of 69.2 million (Table 6), exhibiting a slight overestimation compared with 
the true population size. This discrepancy may have arisen from various limita-
tions in the real data, such as incomplete control of the population and a lack of 
knowledge regarding the distribution of relevant variables. Additionally, errors 
in element specification, reporting incorrect population information, and dis-
crepancies in frame and gross sample sizes, coupled with the inability to ret-
rospectively track each step of the sampling process, contributed to more pro-
nounced discrepancies compared with the synthetic data examples. Despite the 
demonstrated accuracy of the multiple-frame approach under ideal conditions, 
these factors appear to have influenced its results in this real-data scenario. Fur-
thermore, the observed difference might be attributable to individuals appear-
ing in multiple groups, a possibility that cannot be ruled out due to the absence 
of detailed information on individual appearances across groups. We further 
compared the distribution of age (Table 8) and region (Table 9) in a similar way 
as we did for the synthetic data set.
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Table 6	 Distribution of weights and population size estimation with the 
multiple-frame approach by different age cohorts, separately for 
eastern and western Germany

 
Category

 
Weight

Gross  
sample size

Estimated  
population size

Born before 12/1942, 
west

3,710.73 2,065 7,662,658

Born before 12/1942, 
east

1,700.12 1,129 1,919,438

Born between 12/1942 
and 11/1995, west

1,514.51 30,610 46,359,138

Born between 12/1942 
and 11/1995, east

1,021.60 9,372 9,574,408

Born between 12/1995 
and 11/1998, west

3,710.73 484 1,795,994

Born between 12/1995 
and 11/1998, east

1,700.12 144 244,818

Born after 11/1998, 
west  

7,226.69 202 1,459,791

Born after 11/1998, 
east

3,285.41 58 190,554

Overall population 69,206,798

Table 7	 Distribution of weights and population size estimation with the naive 
approach by different cohorts

 
Category

 
Weight

Gross  
sample size

Estimated  
population size

Initial cohort 2,558.223 21,870 55,948,331
Refreshment (R1), west 7,625.969 7326 55,867,847
Refreshment (R1), east 3,522.321 3,366 11,856,132
Refreshment (R2), west 7,226.688 7,881 56,953,526
Refreshment (R2), east 3,285.413 3,621 11,896,481

Overall population 192,522,317
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Table 8	 Weighted distribution of age group (in %)

 
Age class

Unweighted 
estimation

Naïve  
estimation

Multiple-frame 
estimation

True population 
value

Born before 1943 7.25 9.96 13.85 12.71
Born between 
01/1943 and 12/1995

90.74 87.05 80.82 82.02

Born between 
01/1996 and 12/1998

1.43 2.13 2.95 4.02

Born after 12/1998 0.59 0.86 2.38 1.26

Table 9	 Weighted distribution of region (in %)

 
Region

Unweighted 
estimation

Naïve  
estimation

Multiple-frame 
estimation

True population 
value

West 75.71 82.72 82.76 82.72
East 24.29 17.28 17.24 17.28

We used the 2018 German intercensal population updates (“Fortschreibung des 
Bevölkerungsstandes;” Forschungsdatenzentren der Statistischen Ämter des 
Bundes und der Länder, 2021) as our source of official statistics; they also served 
as the sampling frame for drawing samples constituting the three cohorts. 
Derived from Germany’s 2011 census data, this model-based estimation includes 
statistical uncertainty. The multiple-frame weighting approach provided the 
closest estimation of the true population value for most age categories, except 
for the youngest age group. A crucial factor contributing to this accuracy is that 
the multiple-frame method takes into consideration the exclusion of certain age 
categories in specific recruitment waves, a nuance overlooked by the naive esti-
mation. For instance, the initial cohort does not include the oldest respondents 
and the second-youngest age group, thus distorting the inter-category relations 
when combining all cohorts. Nevertheless, the naive estimation remained closer 
to the population value than did the unweighted estimation.

Regarding the variable “region,” both naive and multiple-frame estimations 
aligned closely with the true population value, which was anticipated, as this 
variable influences the weighting across all cohorts. By contrast, the unweighted 
estimation significantly deviated from the population benchmark due to the dis-
proportional allocation of sample size to eastern and western Germany in the 
ALLBUS.
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However, the analyses presented in this section have certain limitations. The 
absence of information on pertinent frame parameters, particularly concerning 
the population and frame distribution of the former East and West Berlin, poses 
challenges. We assume that during the refreshment sampling, the population of 
the former East Berlin was part of the “east” stratum, thereby leading to overs-
ampling. Determining participants’ ages accurately at the time of the refresh-
ments was also problematic, and retrospective reconstruction of this specific 
aspect of the frame proved unfeasible.

Discussion
In this paper, we examined how refreshment samples can be integrated correctly 
into panel surveys using the multiple-frame approach. The differences between 
multiple-frame weighting and a naive weighting approach were illustrated using 
a synthetic data set. We show that the estimates using multiple-frame weighting 
deviated only slightly and at random from the population parameters, whereas 
naively weighted and unweighted estimates showed large systematic discrepan-
cies. Applying the approach to the real data of the GESIS Panel, we found the 
differences between the naive weighting procedure and the multiple-frame 
approach to be less pronounced.

The inability to fully replicate the findings from our synthetic data set when 
using actual panel data can be attributed to issues arising from the time gap 
between the calculation of weights and the sampling conducted by a third-party 
field agency. To achieve accurate weights, comprehensive information about the 
sampling process and the data used to design the survey sample is imperative. 
Any uncertainties or discrepancies in this information pose a potential risk to 
the accuracy of the weights and consequently the survey estimates. We strongly 
advocate for the simultaneous performance of design weighting and sampling to 
prevent the loss of crucial information. Furthermore, this example underscores 
the critical importance of transparent sampling documentation for each sample 
in a (panel) survey, including frame and population sizes as well as a detailed 
description of every sampling step. A further explanation for the inability to 
fully replicate the findings from our synthetic data set when using actual panel 
data might be that the intersections of the different sampling frames, and thus 
the products of inclusion probabilities of the different recruitments in particu-
lar, have only a small impact on the estimates based on panel data with refresh-
ments.

Despite encountering challenges in generating weights for application to the 
GESIS Panel data, the analysis of the synthetic data set demonstrates the neces-
sity of employing multiple-frame weighting when integrating a refreshment 
sample into an ongoing panel. This study employed a multiple-frame approach 
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to recruiting respondents at three distinct points in time. Consequently, the 
variability observed in the design weights throughout the study did not reach 
a level requiring interventions such as trimming to reduce their variance. It is 
anticipated that a multiple-frame approach involving additional recruitments 
may substantially elevate the variability of the computed weights, leading to a 
corresponding increase in the variance of the design weights. Therefore, apply-
ing the multiple-frame approach to encompass all future waves will inevitably 
entail combining this procedure with a trimming approach to effectively miti-
gate the variability of the design weights.

The primary focus of this paper was on accurately calculating design weights 
in panel surveys with refreshment samples with the aim of yielding unbiased 
estimates in the absence of nonresponse and attrition. Consequently, we did not 
delve into the implementation of attrition and calibration weights. However, 
given that attrition is a primary driver for refreshing the panel population, it 
is essential to further examine the question of the optimal method for combin-
ing multiple overlapping frames and integrating attrition weights. Moreover, 
the multiple-frame approach discussed here aims to accurately compute inclu-
sion probabilities used in a Horvitz-Thompson estimator, where the weights are 
inherently the inverse of the inclusion probabilities. Thus, the challenge lies in 
identifying an appropriate model specification to estimate attrition propensity 
rather than in the combination of the different frames.
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Abstract
Cognitive interviewing is widely used to pretest survey questionnaires and is considered 
a best practice (e.g., Willis, 2005, 2018; Beatty & Willis, 2007). However, the method has 
been controversial because, among other concerns, it requires interviewers to probe 
respondents for more detail or clarity about their experience answering draft survey 
questions which may lead them to report “problems’’ they have not actually experienced 
(e.g., Conrad & Blair, 2009). The present study investigates this possibility from the per-
spective of Acquiescent Response Style (ARS) – the tendency for survey respondents 
to select positive responses such as “yes” or “strongly agree,” irrespective of the ques-
tion’s content (e.g., Baumgartner & Steenkamp, 2001). For example, respondents in a 
cognitive interview might affirm experiencing a problem mentioned in or implied by 
an interviewer’s probe even if they have not actually experienced it. We embedded a 
probing experiment in a pretest of a health survey in which respondents participated 
in cognitive interviews that used either directive probes (n=41) or non-directive probes 
(n=26). Directive probes explicitly queried respondents about a specific, intentionally 
unlikely interpretation of each question in a draft questionnaire; non-directive probes 
were open-ended. Directive probe (DP) respondents affirmed the interpretation queried 
in the probes over five times more often than respondents in the non-directive probe 
(NP) group volunteered these interpretations. This pattern was reversed for interpre-
tations of the questions that were volunteered, i.e., about which DP respondents were 
not asked: NP respondents volunteered alternative interpretations over four times more 
than DP respondents. These effects were particularly pronounced for respondents with 
lower levels of education and who were younger. The findings suggest that directive 
probing in cognitive interviewing can promote responding that is reminiscent of ARS 
– an affirmation bias – and likely harmful for the quality of evidence produced in cogni-
tive interviews. 

Keywords:	 cognitive interviews, directive probes, acquiescent response style, affirmation 
bias, acquiescence, verbal probes, satisficing
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Cognitive interviewing is a widely used technique for pretesting questionnaires 
and considered essential for the creation of high-quality survey data (e.g., 
Miller, 2011; Ridolfo et al., 2020; Willis, 2005; Willis, 2015; Willis, 2018; Wright 
et al., 2021). There are many versions of cognitive interviewing, but the general 
approach is to conduct in-depth, semi-exploratory interviews about a question-
naire that is under development, during which respondents are asked to answer 
each question in a way that makes their thinking explicit, usually by thinking 
aloud and/or responding to verbal probes such as a request to paraphrase the 
question. The respondents’ think-aloud protocols and responses to probes are 
examined for evidence that the respondent has encountered problems1 answer-
ing the survey question – problems that would likely add measurement error 
to the resulting survey data if the questionnaire were to be used in production 
interviewing without further revision. For example, the respondent’s verbal 
reports may make it evident that answering a question requires recalling events 
that are hard to distinguish from other similar events or that the respondent has 
misinterpreted the question relative to what the author intended. By rewording 
questions to resolve the problems uncovered in this way, researchers can mini-
mize the chances that these same problems will introduce measurement error to 
the responses once production interviewing has begun, especially if the process 
is iterative. 

The think-aloud procedure requires respondents to verbalize what is going 
through their minds while answering, but think-aloud protocols may not, by 
themselves, be interpretable by the cognitive interviewer, or whoever analyzes 
them (e.g., Ericsson & Simon, 1992). Thus, it is common for the cognitive inter-
viewer to ask additional, often unscripted questions – what Willis (2005) calls 
“verbal probing” – to gain clarity about what the respondent may have meant. 
Several authors (e.g., Beatty, 2004; Conrad & Blair, 2009; Priede et al., 2014; Wil-
lis, 2005) have distinguished between different types of cognitive interviewing 
probes. The distinction most relevant to the current study is between probes that 
specifically refer to a problem that at least some respondents are anticipated to 
experience, e.g., “Did you think the question was asking about your expenses 
for prescription medicine?” and probes that do not refer explicitly to a possible 
problem, e.g., “What kind of expenses do you think that question was asking 
about?”. The concern is that asking respondents whether they have experienced 
a particular problem, irrespective of evidence to that effect, may promote false 

1	 We use the term “problem” to cover both a respondent not understanding a question, i.e., 
they are confused by what they have been asked, and misunderstanding a question, i.e., 
the respondent interprets the question differently than its authors intended. In the for-
mer, they likely recognize their confusion and that they might be unable to respond, i.e., 
that they have encountered a problem. In the latter, they are likely unaware of the mis-
alignment and thus unlikely to consider it a problem. For consistency with other research 
on cognitive interviewing which describes the evidence that a question is not functioning 
as intended as “problems,” we use that term here. 
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reports of the problem (Conrad & Blair, 2009), which can lead to unnecessary 
changes to the question, wasting resources and potentially introducing new 
problems through the revision process.

Acquiescent Response Style. Respondents in production surveys – not necessar-
ily pretests of questionnaires – sometimes endorse positive answer categories 
such as “Strongly Agree” irrespective of item content (e.g., Baumgartner & Steen-
kamp, 2001; Krosnick, 1991). This tendency, known as Acquiescent Response 
Style (ARS), is typically (although not always) observed when questions include 
bipolar scales (for example, a scale from “Strongly Agree” to “Strongly Disagree”) 
used in questions about opinions and other subjective phenomena, primarily in 
interviewer-administered questionnaires (see Davis et al., 2024). There are sev-
eral reasons why ARS may arise. First, the respondent may feel that selecting 
positive answers is more polite than selecting negative answers and may believe 
that being polite can facilitate the interaction with the interviewer. Second, 
in some cases, respondents may wish to avoid the effort required to carefully 
think through their answers and may want to do this without being conspicu-
ous; selecting a response option because it is positive but without regard to what 
it means may satisfy both goals. Reducing the effort in this way can be seen as 
an instance of the more general tendency for some respondents to take mental 
shortcuts, referred to as survey satisficing (e.g., Krosnick, 1991; Roberts, et al., 
2019), which also includes phenomena such as non-differentiation, rounded 
numerical answers, and primacy effects. 

ARS is well known to be more common among Latinos than non-Latino whites 
(e.g., Aday et al., 1980; Liu et al., 2017; Ross & Mirowsky, 1984), possibly reflect-
ing cultural factors such as simpatía, a Latino cultural value that promotes being 
pleasant, agreeable, likable, non-confrontational, and respectful in interper-
sonal interactions (e.g., Triandis et al., 1984; Davis et al., 2011). If so, this would 
be consistent with the politeness explanation for the phenomenon. We note 
that the prevalence of ARS has been found to differ between Latino subgroups 
(Davis, et al., 2019), presumably reflecting the considerable cultural, economic, 
and political diversity within the Latino population in the US (e.g., Zong, 2022).  

ARS is also more common among respondents with less education (Liu et al., 
2019; McClendon, 1991; Meisenberg & Williams, 2008; Messick & Frederiksen, 
1958). Educational attainment is sometimes used as a proxy for “cognitive abil-
ity” or “cognitive sophistication” in studies of satisficing (e.g., Krosnick & Alwin, 
1986); if that relationship extends to ARS (often considered a type of satisficing), 
it would be consistent with the effort reduction explanation as the response task 
is likely experienced as more difficult by those with lower levels of ability. 

Also a possible indication of effort reduction, older respondents tend to show 
higher levels of ARS (e.g., Liu et al., 2019), potentially reflecting reduced aptitude 
due to cognitive aging and, thus, an impetus to simplify their task. 
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Whatever the origin of ARS, it is almost certainly a type of measurement error 
(Baumgartner & Steenkamp, 2001; Billiet & Davidov, 2008; Billiet & McClendon, 
2000; Cheung & Rensvold, 2000; Hoffman et al., 2013; Weijters et al., 2008; Win-
kler et al., 1982). If respondents endorse statements they do not actually agree 
with or agree with less strongly than their response would indicate, this can dis-
tort survey estimates. 

This article explores the possibility that an ARS-like process may be at play in 
cognitive interviews for pretesting questionnaires, contributing measurement 
error to the conclusions, much as ARS can distort the estimates and conclusions 
based on the data collected in production interviews. Because cognitive inter-
viewers often probe respondents for more detail about their thinking than may 
be evident in their spontaneous verbalizations, respondents may affirm specific 
problems queried by probes much as they endorse positive response options 
irrespective of their actual opinions producing acquiescent survey responses. 

Current Study
The current study  investigates whether cognitive interview probes can lead 
respondents to agree with an interpretation of a question embodied in a probe, 
irrespective of whether they actually hold this interpretation. More specifically, 
the study asks whether and how often respondents in cognitive interviews agree 
with an interpretation mentioned in a probe even if that interpretation is implau-
sible and unlikely to be arrived at spontaneously. Respondents were randomly 
assigned to one of two types of cognitive interview, either those in which inter-
viewers administered directive probes, the Directive Probe (DP) group, or cogni-
tive interviews in which the interviewer administered non-directive probes, the 
Non-directive Probe (NP) group. In the DP group, the questionnaire contained 
scripted probes, which asked the respondent if they interpreted the question in 
a specific – and unlikely – way; in the NP group, the scripted probes were open 
ended, asking respondents how they interpreted the question (see Table 1).  

The critical aspect of directive probes as we define them here is that they ask 
the respondent to confirm or deny having experienced a specific problem, i.e., 
they are in effect Yes/No questions. In the current study the directive probes 
were scripted ahead of time, however cognitive interviewers as experts may – 
and, in our experience do – sometimes spontaneously ask the respondent to con-
firm that they have experienced a problem. We designed the question interpre-
tations about which directive probes were administered to be highly implausible 
so that it would be unlikely for respondents to come up with these interpreta-
tions left to their own devices.
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In contrast, the probes in the NP group did not mention any specific inter-
pretations. For example, in Table 1 the NP probe asks, “who were you picturing 
doing this judging” (and if the respondent did not answer, they were provided 
an exhaustive set of options). This contrasts with the directive probe, which 
explicitly asks the respondent if they interpreted the judging to have been done 
by “strangers,” chosen because in the authors’ judgment respondents would be 
more likely to think of family members or other acquaintances than strangers. 
Thus, for a NP respondent to report the “strangers” interpretation, they would 
have to have volunteered, as opposed to being asked about, an unlikely inter-
pretation. These NP probes are more like the kind of probes that are described 
in the cognitive interviewing literature. For example, Beatty and Willis (2007) 
propose a taxonomy of probes that are non-directive in that they do not refer to 
specific problems. 

Further, requiring respondents in the NP group to volunteer their own inter-
pretation provided evidence on whether the interpretations in the DP group 
were in fact unlikely. That is, if respondents in the NP group were to rarely vol-
unteer an interpretation that was directly queried in the DP group, this would 
help confirm that the interpretation we designed into a directive probe was not 
the modal interpretation and so its affirmation by DP participants would raise 
concern about the veracity of their affirmation. 

We note that the tasks that respondents in the DP and NP groups were asked 
to carry out were not identical. In the DP group, the task relied primarily on 
recognition2, while the NP task relied primarily on recall: a DP respondent must 
determine whether the probed interpretation matches what is currently in mind 
while an NP respondent must articulate how they interpreted the question with-
out any potential cues from the probe. 

Hypotheses
H1a: Respondents in the DP group will be more likely to affirm the interpreta-
tion mentioned in the directive probes than will be NP respondents to volunteer 
that interpretaton. Thus, for a NP respondent to report interpreting the question 
in the same way described in the corresponding directive probe, the respondent 
would have had to reach the same unlikely interpretation explored in the direc-
tive probe, without it being mentioned. 

2	 The non-directive probes provided to interviewers included a version (in parentheses to 
indicate they were optional) that listed a relatively exhaustive set of response options. 
This was done so that if NP respondents were silent after being probed, they still had a 
chance to report their interpretation by selecting one of these options. When this option 
was exercised by the interviewer, it converted the respondent’s task from primarily recall 
to primarily recognition. It still differed from the DP task in that the options were sub-
stantive, not “yes” or “no.” 
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H1b: Respondents in the NP group will be more likely to provide an interpre-
tation that is not mentioned in the corresponding directive probe than will DP 
respondents. This assumes that, without being asked about the interpretation 
described in the directive probes, NP respondents are unlikely to spontaneously 
arrive at that interpretation. If this is the case, then they will report an alterna-
tive interpretation. 

Table 1	 Examples of directive and non-directive probes. The material in 
parentheses after the non-directive probe was intended to be read 
only if the respondent was having trouble answering the probe.

Question How important is it to you that people are judged by their own 
personal actions, and not by the actions of other people in their 
families? Is this not important, a little important, important, or 
extremely important?

Directive Probe When you answered this question, did you think primarily about 
the judgments of strangers?

Non-directive Probe When you answered this question, who were you picturing doing 
the judging? (Were you primarily thinking about close family and 
friends, acquaintances, strangers, some combination of these 
types of people, or someone else?)

If affirming the interpretation proposed in a directive probe is analogous to ARS, 
then this behavior should be more likely for the same subgroups who exhibit 
more ARS.  

The evidence that Latinos tend to display high levels of acquiescence (e.g., 
Aday et al., 1980; Liu et al., 2017; Ross & Mirowsky, 1984) which varies between 
Latino subgroups (Davis et al., 2019), leads to the following hypotheses:

H2a: Latino respondents – in particular Cuban Americans, Puerto Ricans, 
and Mexican Americans – will affirm the interpretation proposed in directive 
probes more than will non-Latino White respondents. 

H2b: Latino respondents – in particular Cuban Americans, Puerto Ricans, 
and Mexican Americans – will be less likely to offer an alternative response than 
will non-Latino Whites. 

Further, the evidence that lower levels of education are associated with higher 
levels of ARS (Liu et al., 2019; McClendon, 1991; Messick & Frederiksen, 1958) 
leads to Hypotheses 3a and 3b:

H3a: Respondents with less formal education will affirm the interpretation 
proposed in directive probes more than will more highly educated respondents.

H3b: Respondents with less formal education will offer an alternative 
response less often than will more highly educated respondents.
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Lastly, the evidence that older respondents tend to engage in ARS at higher 
rates than younger respondents (Lechner & Rammstedt, 2015; Lechner et 
al., 2019; Liu et al., 2019; Meisenberg & Williams, 2008) leads to the following 
hypotheses:

H4a: Older respondents will affirm the interpretation proposed in directive 
probes more than will younger respondents.

H4b: Older respondents will offer an alternative interpretation less often than 
will younger respondents.

Method
The experiment was embedded within a cognitive interview pretest of a ques-
tionnaire about Latino health conducted in the United States. Two versions of the 
questionnaire were tested over three rounds of cognitive interviews in English 
(n=86) and Spanish (n=37). A total of 45 closed-form questions covering a wide 
variety of topics including family relations, female gender roles, male gender 
roles, personal beliefs, assorted opinions, and cultural values, along with direc-
tive or non-directive probes, were included in versions of the cognitive interview 
guide for each probe condition. The questions for which probes were developed 
appear in Appendix A along with the probes for the corresponding probe group.  
In total, 123 in-person cognitive interviews were conducted at the University 
of Illinois Chicago Survey Research Laboratory. Respondents were randomly 
assigned to either the DP or NP group3. The resources available to the current 
project allowed us to transcribe and analyze 67 audio-recorded cognitive inter-
views, randomly selected from the larger pool.

Respondents. We recruited the respondents by placing ads on Craigslist and 
in local Spanish-language newspapers as well as by posting ads on listservs and 
flyers in neighborhoods with a high proportion of Latino residents. In addition, 
respondents recruited other potential respondents by word of mouth. Finally, 
staff called landline telephone numbers from samples believed to overrepresent 
Latino households, although in the end very few respondents were recruited 
from this sample source. Potential respondents completed a telephone screener 
in which they were asked about their ethnicity, gender, preferred language, and 
education, among other attributes. Additionally, respondents’ level of accultura-
tion (High Bicultural, Moderate Bicultural, Strong Latino, Latino-Leaning Bicul-
tural, Anglo-Leaning Bicultural, Unclassified) was measured using the ARSMA-
II (Bowman, 2005; Cuellar, I., et al., 1995), which was adapted slightly for use 
with an expanded set of Latino heritage groups. Only about 3% of respondents 

3	 Although each recruited sample member was randomly assigned to be interviewed fol-
lowing the DP or NP protocol, disproportionately more DP interviews were ultimately 
completed.  
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scored “Strong Latino,” i.e., high Latino, low Anglo; other high Latino respon-
dents were also high or moderate Anglo, thus placing them in the high or moder-
ate Bicultural categories. Taken together this pattern of acculturation suggests 
that this sample was relatively acculturated (see Table 2). 

Table 2	 Respondent acculturation levels

Acculturation  Frequency Percent

Strong Latino (high Latino, low Anglo)  2 2.99
Latino leaning bicultural (high Latino, moderate Anglo)  23 34.33
Moderate bicultural (moderate Latino, moderate Anglo)  14 20.90
High bicultural (high Latino, high Anglo)  6 8.96
Anglo leaning bicultural (moderate Latino, high Anglo)  12 17.91
Unclassified 10 14.93

Total  67 100

The cognitive interviews were conducted in the participant’s preferred lan-
guage: if they preferred “Only Spanish” or spoke “Spanish better than English” 
the interview was conducted in Spanish; if they reported preferring “Only Eng-
lish” or speaking “English better than Spanish” the interview was conducted 
in English; and if they answered “Both Spanish and English” the interview lan-
guage was chosen at random. Eligible participants self-identified as a member 
of one of four groups: Mexican American, Puerto Rican, Cuban American, or 
non-Latino White (see Table B1). 

Participants were each paid $50 upon completing the interview. 
Of the 67 cognitive interviews analyzed in the current study, 41 (61%) were DP, 

and 26 (39%) were NP interviews4. Respondents were randomly assigned to type 
of cognitive interview so that ethnicity, gender, and interview language were 
roughly balanced between the two probe conditions (see description of these 
variables in “Analytic Approach” below). The distributions were indistinguish-
able between the two probe conditions: ethnicity, χ2(1) = 0.39, ns; gender, χ2(1) 
= 0.27, ns; interview language, χ2(1) = 0.33, ns.; and (while not deliberately bal-
anced) education χ2(1) = 0.63, ns. The distributions of ethnicity, gender, inter-
view language, and education across the two probe conditions in the 67 cognitive 
interviews are presented in Appendix B (Tables B1, B2, B3, and B4, respectively). 

Both a directive and nondirective probe were constructed by the study team 
for each of the 45 questions in the draft questionnaire (see Appendix A). 

4	 The sample of 67 cognitive interviews was selected blind to the type of interview; thus the 
greater number of DP than NP interviews in the sample reflects the greater proportions of 
DP interviews in the total pool. 
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The directive probes were asked about a specific and, in the authors’ view, 
unlikely interpretation. The authors’ judgment about the likelihood of respon-
dents interpreting the question in this way was confirmed by the low rate at 
which these interpretations were volunteered by the NP respondents (see Table 
5). Many of the directive probes were designed to make the target interpretation 
unlikely by asking if it was the respondent’s only interpretation, e.g., 

Q: How much do you believe that women should be comfortable voicing their
opinions to men?
DP: When you answered this question, did you think only about when women
have opinions about things that affect their families?

If respondents had interpreted the question to include the probed interpreta-
tion and others, they were free to indicate this, and this would have been coded 
as “Partial Affirm.” This was rare for DP respondents (Table 5), suggesting that 
when they endorsed the probed interpretation, they were reporting it as their 
only interpretation. 

The non-directive probes included an alternative version (in parentheses) 
that offered the respondent an exhaustive set of interpretations including the DP 
interpretation and, usually, an open option, e.g., “or something else?” In other 
words, while still non-directive the alternative version of each non-directive 
probe provides options from which respondents could choose. Interviewers 
were instructed to administer this version of the probe when NP respondents 
seemed unable to answer. 

Interviewers. Seven interviewers conducted the cognitive interviews (see Table 
3 for interviewer characteristics). Because the current study was embedded 
within an actual pretest for a production survey, the assignment of respondents 
to interviewers was driven largely by deadlines of the parent project and thus 
which interviewers were available when a respondent was recruited.  No records 
were maintained of which interviewers conducted which cognitive interviews 
(as is the norm, in our experience, in actual pretests). As a result, we do not know 
whether an interviewer conducted DP, NP or both kinds of cognitive interviews. 

The interviewers were trained in general interviewing techniques, cognitive 
interviewing techniques, and study-specific content. In the training sessions, 
the purpose of the main study (not the current cognitive interviewing study) was 
presented to the interviewers. Interviewers were reminded what cognitive inter-
viewing is and the differences between cognitive interviewing and standardized 
field interviewing. Further, interviewers were instructed to read a “How To” 
guide (Willis, 1999) that covered cognitive interviewing techniques including 
probing, background theory, examples, and detection of problems.  The inter-
viewers were instructed to read each question as worded, to ask respondents to 
answer each question and report on their thinking, and after the respondent had 
both answered the question and reported on their thinking to read the scripted 
probe (whether directive or non-directive). 
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Table 3	 Cognitive interviewer characteristics

Gender 6 female, 1 male

Native Language 5 bilingual, 2 English only

Latino ethnicity 5 Latina, 2 white

Profession 4 professional survey interviewers, 
2 survey research supervisors, 1 PhD level social scientist

Questions. Twelve of the draft survey questions were designed to be asked only 
of males in the production interview and 15 were designed to be asked only of 
females in the production interviews: thus, in the cognitive interviews male 
respondents were asked 30 questions with probes and female respondents were 
asked 33 questions with probes. This created 1930 responses to the probes (1842 
of which were codable) from the 67 cognitive interviews, all of which were ana-
lyzed in the current study. 

Behavior Coding. All 67 cognitive interview audio recordings were transcribed 
and, if the interview was conducted in Spanish (n=28), first translated into Eng-
lish. Each transcribed interview was then coded by two independent judges 
for respondent and interviewer behaviors. A coding scheme, consisting of five 
behavior codes, was developed to classify respondents’ answers to the probes 
based on the initial coding of 16 transcripts by one of the authors. The codes are 
presented in Table 4. The coding task was divided among two pairs of coders; one 
pair coded one set of arbitrarily selected interviews, and the other pair coded 
the remainder. Inter-rater reliability (κ) was computed across 66 interviews (one 
interview was used as a training case). The score was 0.83 indicating “strong” 
(McHugh, 2012) or “nearly perfect” (Everitt & Haye, 1992) agreement between the 
coders. After the  score was calculated, the coders reconciled any differences in 
the codes they assigned so that one set of codes was available for analysis. 

Note that NP respondents could not explicitly reject the DP interpretation: 
because their task was to report how they interpreted the question, not whether 
their understanding of the question matched one proposed by the researcher, 
they could offer an alternative interpretation, thus implicitly rejecting the DP 
interpretation; DP respondents could explicitly reject the probed interpretation 
by responding “no” when directly probed. Further, this means that DP respon-
dents could, at their discretion, also offer an alternative; if they did volunteer an 
alternative interpretation, this was coded as “Provide Alternative” not “Reject.” 
Thus, for NP respondents, offering an alternative and affirming or partially 
affirming the DP interpretation exhausted the possible responses to the (non-
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Table 4 	 Behavior Codes

Code Probe 
Condi-
tion

Description Example (hypothetical)

Reject DP (only) R answered “no” to the 
directive probe

I: When you answered this question, 
did you think primarily about the 
judgments of strangers? 
R: No 

Affirm DP R affirmed interpretation 
questioned in the directive 
probe and did not provide 
additional interpretation

R volunteered the inter-
pretation about which DP 
Rs were explicitly asked 

I: When you answered this question, 
did you think primarily about the 
judgments of strangers? 
R: Yes 

NP I: When you answered this question, 
who were you picturing doing the 
judging?
R: I was imagining strangers 

Partially 
affirm 

DP R affirmed interpretation 
questioned in the directive 
probe and volunteered ad-
ditional interpretation(s) 

R volunteered interpreta-
tion about which DP Rs 
were explicitly asked and 
volunteered additional 
interpretation(s)

I: When you answered this question, 
did you think primarily about the 
judgments of strangers? 
R: Yes, and I also thought of family 
members 

NP I: When you answered this question, 
who were you picturing doing the 
judging?
R: I was imagining strangers and I 
also thought of family members

Provide 
Alternative

DP R rejected the interpreta-
tion in the directive probe 
and provided alternative 
interpretation 

R provided interpretation 
about which DP Rs were 
not explicitly asked

I: When you answered this question, 
did you think primarily about the 
judgments of strangers? 
R: No, I thought of family members 

NP I: When you answered this question, 
who were you picturing doing the 
judging?
R: I thought of family members.

Not 
codable

Observed 
only in 
NP 

R’s answer to the probe 
did not make sense or was 
not responsive.

I: When you answered this ques-
tion, did you think ONLY about 
times when a woman is in physical 
danger?
R:  Generally.

directive) probe but this was not the case for DP respondents because they could 
also explicitly reject it. 
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The coding categories further distinguished between affirming (or volun-
teering for NP respondents) the DP interpretation without volunteering another 
interpretation (Affirm) and affirming the DP interpretation as well as volunteer-
ing at least one other interpretation (Partially Affirm).  We made this distinction 
because we believed that affirming both the DP interpretation and at least one 
other suggested a weaker endorsement of the former than if it were the only 
interpretation endorsed. 

Analytic Approach 
Dependent Variables 

We modeled the number of times each respondent affirmed or partially affirmed 
the probe for each question (i.e., probe), treating the composite variable simply 
as “Affirmations” (see Statistical Analysis)  The other dependent variable that we 
modeled was “Provide Alternative,” which was the number of times (questions) 
that each respondent offered an interpretation other than the one queried in the 
directive probe (excluding the alternative interpretations mentioned in partial 
affirms5). Both dependent variables were calculated at the respondent level.

Independent Variables 

Probe group was a binary variable, DP or NP. Ethnicity was treated as a categori-
cal variable in the models: Mexican American, Puerto Rican, Cuban American, 
and non-Latino Whites6 (distributions of respondents across ethnic subgroups 
within each probe group appear in Table B1, Appendix B). Respondents’ ages, 
which ranged from 20 to 67 years, were recoded into a categorical variable (20 
– 34; 35 – 54; 55 years and older). Educational attainment was represented as 
a binary variable that distinguished between those with less than a bachelor’s 
degree and those with a bachelor’s degree or higher.

Statistical Analysis

To test our hypotheses, we first fit Poisson regression models to the data for 
affirming the DP interpretation and for providing an alternative interpretation 
– both of which are counts – using the glm function in R. While appropriate for 

5	 Because responses to the probes could only be assigned to one category, and affirming the 
directive probe is assumed to be measurement error, we prioritized its detection by treat-
ing partial affirmations as affirming the directive probe. 

6	 Note that the number of non-Latino Whites was small, n=7 in the DP group and n=3  in the 
NP group. 
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this type of count data, Poisson regression requires that the variance equal the 
mean (Ver Hoef & Boveng 2007), which was not the case for either dependent 
variable, i.e., the data were overdispersed, by the odTest function in the pscl 
package in R. Thus, we fit negative binomial regression models, using the glm.
nb function that is part of the MASS package in R. Negative binomial regressions 
are appropriate for count data and can be fit despite overdispersion. The models 
tested the effect of probe group, ethnicity, age, and education on the number of 
affirmations or alternative interpretations provided by each respondent. One set 
of models (3 and 4) includes the interaction of probe group and education.  

Results
Table 5 displays the percent of probes which each respondent, on average, 
affirmed, partially affirmed, implicitly rejected by offering of an alternative 
and, for the DP group, explicitly rejected. It was possible that DP respondents 
could have overwhelmingly rejected the interpretations queried in the probes 
(i.e., by responding “no”) given the relative implausibility of these interpreta-
tions. This was not the case. DP respondents, on average, rejected fewer than 
half (41.6%) of the probed interpretations. Instead, they affirmed or partially 
affirmed the probed interpretation roughly as often (45.2%) as they rejected it. 
If this level of affirmation reflects the rate of actual question interpretation, as 
opposed to ARS-like behavior, then NP respondents should have volunteered 
(implicitly affirmed) those interpretations in similar proportions. This was also 
not the case. NP respondents, on average, affirmed (i.e., volunteered) only 9.6% 
of the DP interpretations. Instead, they volunteered an alternative interpreta-
tion for 74.1% of the (non-directive) probes, that is, when asked how they inter-
preted the question, on average three-quarters of their interpretations differed 
from the NP interpretation.  In contrast, DP respondents offered an alternative 
to only 13.3% of the (directive) probes. In other words, DP respondents affirmed 
the interpretation queried in the probes four times more than NP respondents 
volunteered these interpretations, and NP respondents volunteered alternative 
interpretations of the questions more than five times as often as did DP respon-
dents. 
Note that DP respondents exclusively affirmed the probe about six times as often 
as they partially affirmed it, i.e., also affirmed at least one other interpretation 
(38.6% vs. 6.6%). In contrast, NP respondents volunteered (affirmed) only the DP 
interpretation less than they partially affirmed that interpretation, i.e., endorsed 
the DP interpretation and also offered at least one other interpretation (9.6% vs. 
13.2%).  Thus, it appears that directive probes greatly restricted how DP respon-
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dents understood the questions or, perhaps more plausibly, their willingness to 
diverge from the probed interpretation.  

Table 5	 Mean percent of probes that each respondent affirmed, partially 
affirmed, implicitly rejected by providing an alternative and, 
for DP respondents, explicitly rejected. (Standard deviation in 
parentheses.)	

Probe Group Response to Probe

Affirm Partially 
Affirm

Provide  
Alternative Reject

Directive 38.6
(0.54)

6.6
(0.24)

13.3
(0.35)

41.6
(0.55)

Nondirective 9.6
(0.20)

13.2
(0.29)

74.1
(0.59)

Note: 3.1% of responses to nondirective probes were uncodable.

Overall, the patterns in Table 5 are consistent with both H1a and H1b. We test 
H1a and H1b more directly in Models 1 and 2 (Table 6).  In Model 1, the greater 
frequency of Affirmations (pooled Affirms and Partial Affirms) for the DP com-
pared to the NP respondents is highly significant, confirming Hypothesis 1a, 
and serving as a check on the probe manipulation: the DP interpretations were 
rarely volunteered by NP respondents, i.e., respondents who were free to report 
how they understood the questions without being offered an interpretation by 
the researchers. Similarly, the greater frequency with which NP respondents 
offered an alternative to the probed interpretation than did DP respondents is 
highly significant in Model 2, confirming H1b.

To the extent that affirming an unlikely interpretation resembles ARS, it 
would follow that Latino subgroups might exhibit more affirmation than non-
Latino Whites (H2a). Our data do not support this hypothesis. Mexican Ameri-
cans and Puerto Ricans in the DP group affirmed the probe no more often than 
non-Latino Whites, and Cuban Americans affirmed the probe significantly less 
often than non-Latino Whites (Model 1), in a reversal of what we predicted and 
what would be expected based on the ARS literature in which Latinos generally 
exhibit more ARS than non-Latino Whites (e.g., Aday et al., 1980; Liu et al., 2017; 
Ross & Mirowsky, 1984). Regarding H2b, we proposed that Latinos would be less 
likely to offer an alternative response than would non-Latino Whites. There was 
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no evidence in support of this prediction as shown in Model 2: the differences 
between the ethnic groups and non-Latino Whites were not significant. 

Table 6 	 Negative binomial regression results for affirming the probe (Model 
1) and offering an alternative interpretation (Model 2)

Variables Model 1
(Affirming the Probe)

Model 2
(Offering an Alternative 

Interpretation) 

B SE p-value B SE p-value

Intercept 1.0189 0.2176 <.0001 3.0685 0.2131 <.0001
Directive 1.2111 0.1481 <.0001 -2.0189 0.1319 <.0001
Non-Directive (ref.) . . . . . .
Mexican/American 0.1252 0.2106 0.5523 -0.0722 0.2231 0.7460
Puerto Rican -0.3467 0.2188 0.1130 0.2875 0.2192 0.1896
Cuban/American -0.9268 0.2239 <.0001 0.0009 0.2149 0.9963
non-Latino White (ref.) . . . . . .
Age, years

20-34 (ref.) . . . . . .
35-54 -0.2908 0.1441 0.0436 0.0960 0.1458 0.5104
≥ ≥ 55 0.0929 0.1666 0.5769 0.3875 0.1823 0.0335

Less than a bachelor’s 0.6226 0.1599 <.0001 -0.2138 0.1423 0.1329
Bachelor’s degree or 
higher (ref.)

. . . . . .

More consistent with the ARS literature (e.g., Lechner et al., 2019; Meisenberg & 
Williams, 2008), education was a strong predictor of affirming the probe. Those 
without a bachelor’s degree were significantly more likely to affirm the probe 
than those with a bachelor’s degree or higher (Model 1), a finding that supports 
H3a. Given the strength of the education effect, we asked whether it was equally 
strong for both probe groups, i.e., was the tendency to affirm the probe in the 
DP group stronger for those with lower levels of education as the ARS literature 
would predict, without being similarly moderated by education in the NP group 
where the task was less likely to trigger ARS? Thus, we tested the interaction 
between probe group and educational attainment in Models 3 and 4. As shown in 
Bachelor’s degree or 
higher (ref.) . . . . . .

Directive * Less than a 
bachelor’s degree 0.9976 0.3038 0.001 -0.1218 0.2739 0.6566
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Table 7, the interaction is significant in Model 3: DP respondents with less than 
a bachelor’s degree were significantly more likely to affirm the probe than those 
with more education but education made little difference in the NP group.

Table 7 	 Negative Binomial regression (including an interaction term) 
results for affirming the probe (Model 3) and offering an alternative 
interpretation (Model 4)

Variables Model 3
(Affirming the Probe)

Model 4
(Offering an Alternative 

Interpretation)

B SE p-value B SE p-value

Intercept 1.5682 0.2553 <0.0001 3.0242 0.2302 <0.0001
Directive Probe 0.5345 0.2435 0.0281 -1.9421 0.2132 <0.0001
Non-Directive (ref.) . . . . . .
Mexican/American -0.0078 0.1989 0.9687 -0.0462 0.2275 0.839
Puerto Rican -0.4362 0.2064 0.0346 0.3059 0.2200 0.1644
Cuban/American -0.9506 0.2131 <0.0001 0.0101 0.2136 0.9624
non-Latino White (ref.) . . . . . .
Age, years

20-34 (ref.) . . . . . .
35-54 -0.3078 0.1347 0.0224 0.0987 0.1451 0.4962
≥ 55 0.0692 0.2611 0.7718 0.3904 0.1816 0.0316

Less than a bachelor’s 
degree -0.7570 0.1599 <.0001 -0.1742 0.1678 0.2990

Figure 1 displays the average percentage of affirmations (affirms + partial 
affirms) for each respondent by probe group and education level. DP respon-
dents with a bachelor’s degree or higher affirmed the probe 31% of the time 
compared to those with less than a bachelor’s degree who affirmed the probe 
53% of the time. Differences are small and in the opposite direction in the NP 
group: those with a bachelor’s degree volunteered the DP interpretation 26% of 
the time and those with less than a bachelor’s degree volunteered that interpre-
tation about as often, 21% of the time. Thus, those with less formal education are 
driving the increased number of affirms in the DP interviews7. 

7	 When the significant education x probe type interaction is included in Model 3, the main 
effect of education is significant but reversed relative to its direction in Model 1. We attri-
bute this to education moderating the main effect of probe type (the interaction of these 
two variables is significant) so that when the interaction is included in the model, the 
residual main effect of education is what “remains” after the interaction is removed, mak-
ing it largely uninterpretable. 
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Education did not affect the frequency of offering an alternative response, 
leading us to reject H3b (Model 2) and the interaction between education level 
and probe group was not significant for offering an alternative response (Model 
4). No other interactions were significant and so none are included in the models.  

Figure 1 	 Percent of Affirmations (Affirm + Partial Affirm) for Probe by 
Education group.  

Respondent age has been shown to increase ARS (e.g., Liu et al., 2019). Thus, we 
tested H4a (older respondents will affirm the probe more than younger respon-
dents) in Models 1 and 3 and H4b (older respondents will offer an alternative less 
often than younger respondents) in Models 2 and 4.  In all the models, the refer-
ence age was 20 - 34 years, the youngest group. Respondents between 35 and 54 
years of age were less likely to affirm the probe than those under 34 years of age, 
reversing the typical finding in the ARS literature and contradicting H4a, signif-
icantly in Model 3 and marginally so in Model 1, while the differences between 
respondents 55 years and older and those 20 - 34 years of age were not statisti-
cally significant. Further, Models 2 and 4 show that those who are 55 years of 
age and older were significantly more likely to offer an alternative response in 
comparison to younger respondents, a reversal of the H4b prediction.

Finally, the reversal of Hypothesis 2a (more frequent affirmation of the 
probe among Latino subgroups) observed among Cuban Americans in Model 1 
who affirmed the probe significantly less than did non-Latino Whites, is also 
observed among Puerto Ricans in Model 3. There is, as in Model 2, no support 
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for Hypothesis 2b (more frequently offered alternative responses) in Model 4; 
none of the Latino subgroups offered alternatives at different rates than did non-
Latino Whites.

Discussion
Respondents in the DP group were substantially more likely to affirm they had 
interpreted a set of survey questions in the rare and unintended ways queried in 
directive probes than were NP respondents to volunteer those interpretations 
without being explicitly asked about them. Similarly, NP respondents volun-
teered alternative interpretations substantially more often than did DP respon-
dents. Taken together, these findings provide strong support for our original 
intuition that cognitive interview results are vulnerable to error when respon-
dents are directly asked if they experienced a particular problem, especially 
compared to those for whom the problem was not explicitly presented.  

It is possible that these differences could be related to differences in report-
ing tasks: for the DP group the task had the character of a recognition task while 
respondents in the NP group were, in effect, asked to recall their interpretation 
(or when the parenthesized alternative non-directive probe was administered, 
to choose from a set of alternatives). Recall is generally more prone to error 
than recognition (e.g., Anderson, 2020; Tulving & Thompson, 1973), so it is pos-
sible that NP respondents interpreted the questions in much the same way as DP 
respondents but simply forgot their interpretation. This seems unlikely because 
the interval between the question’s delivery to respondents and when they were 
probed for their interpretation was very brief, presumably too brief for much 
forgetting to have occurred. 

It is also possible that DP respondents’ affirmations accurately reflected their 
interpretations, i.e., that they did in fact interpret the questions in the improb-
able ways queried in the directive probes. This, too, is unlikely given how rarely 
NP respondents volunteered the same interpretations. Moreover, the far greater 
frequency with which NP respondents volunteered alternative interpretations 
should have been mirrored by DP respondents, keeping in mind that respon-
dents were randomly assigned to one probe group or the other.  That this was not 
the case raises the question of why DP respondents might have affirmed under-
standing questions in a way that may not have been entirely accurate.

We have suggested that the patterns of results are due to ARS-like processes. 
To the extent that ARS is a type of survey satisficing (e.g., Krosnick, 1991; Rob-
erts, et al., 2019), i.e., respondents simplifying the task, especially if their ability 
is limited, or reducing effort when their motivation is low, affirming the probe 
may perform much the same function. Respondents’ education level serves as a 
proxy for cognitive ability in the survey satisficing literature (e.g., Krosnick & 
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Alwin, 1987). In the current study, DP respondents with lower levels of educa-
tion (less than a Bachelor’s degree) were more likely to affirm the probe than 
those with more education, consistent with the satisficing view of ARS in the 
literature. 

That the youngest respondents affirmed the probe more than the those in 
their middle years and offered an alternative less than respondents older than 55 
years of age, reverses the general finding in the ARS literature and could argue 
against the ARS analogy we propose here. But it is consistent with greater survey 
satisficing by younger than older respondents (e.g., Anduiza & Galais, 2017; Liu 
et al., 2017; Zhang & Conrad, 2014), presumably reflecting younger respondents’ 
reduced motivation. 

To the extent that ARS is about getting along with conversational partners 
and lubricating the interaction involved in answering survey questions, we did 
not find evidence that affirming the probe served this purpose. Although the 
greater frequency of ARS among Latino than non-Latino White respondents has 
been attributed to simpatía – the cultural norm that promotes being pleasant, 
agreeable, likable, non-confrontational, and respectful in interpersonal interac-
tions – two of the three Latino subgroups in the current study, Cuban Americans 
and, in one model, Puerto Ricans, affirmed the probe less than did non-Latino 
Whites, reversing the predicted effect; the remaining subgroup, Mexican Amer-
icans exhibited no more affirmation of the DP interpretation and volunteered 
alternative interpretations no less often than did non-Latino Whites.  This result 
could reflect variation in cultural traditions between different groups of Latinos. 
Alternatively, it could be due to the relatively assimilated character of the Latino 
participants: most were at least moderately bicultural, with only two being clas-
sified as Strong Latino (Table 2). A less assimilated Latino sample might well 
have affirmed directly probed interpretations more than did the Latino respon-
dents in the current study. 

Related to ethnicity, the non-Latino Whites in the current study, having been 
recruited from sample sources believed to overrepresent Latinos, could have 
been more similar culturally to those who identified as Latino, e.g., they might 
have been highly assimilated Latinos who identify as White, than might non-
Latino Whites from a more general sample source. But at least for our sample, 
the version of ARS we observed seems less related to simpatía, and more related 
to reducing effort when ability and motivation are lower.  

Whatever the exact mechanism, directive probing appears to lead to an affir-
mation bias. It seems far easier to affirm a problem proposed by an interviewer 
than to generate a description of a different problem, potentially leading to false 
alarms (Conrad & Blair, 2009). This can certainly jeopardize the quality of infor-
mation provided by cognitive interviews in which directive probes are admin-
istered, as well as the quality of survey data elicited after the questionnaire is 
revised – based on reported problems that include high levels of false alarms 
– and then administered in production research. 
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A clear practical implication of these findings is that interviewers should avoid 
directly probing specific problems in cognitive interviews. In some types of qual-
itative research, interviewers are authorized to confirm their understanding of 
the interview data with participants (e.g., Olson, 2016; Tracy, 2010), and as “detec-
tives” (Willis 1994) cognitive interviewers may wish to unambiguously confirm 
their hypotheses about potential problems by directly asking respondents. How-
ever, the current results seriously question the wisdom of this approach, at least 
as the primary method of exploring respondents’ interpretations in cognitive 
interviews. If DP respondents were willing to agree with the unlikely interpre-
tations suggested by the interviewers, directive probes might be affirmed even 
more often if the problems they mention are more plausible. This is not to sug-
gest that directive probing is always ill-advised. For example, to clarify whether 
they have correctly understood something the respondent reported or implied, 
interviewers might directly ask respondents to confirm their understanding of 
the respondent’s interpretation (what Conrad & Blair, 2009, called a “conditional 
probe”) but in the absence of evidence that the respondent has interpreted the 
question in a particular way, the results of directive probing seem likely to mis-
lead designers revising a questionnaire. 

Instead, probing “around” the problems (interpretations) whose presence the 
interviewer wishes to confirm without mentioning them explicitly can corrobo-
rate their existence without introducing affirmation bias. The probes that were 
administered in the NP group requested open responses in most cases and so 
did not imply to respondents that a particular problem was under investigation. 
Similarly, the many example probes provided by Willis (2005) and Beatty and 
Willis (2007) also have an open, non-directive character. To be clear, the cur-
rent results do not bear on the merits of scripted versus improvised probing: 
whether probes are planned or developed on the fly, it is possible to understand 
how respondents have understood a question without asking them to affirm they 
have interpreted the question in a specific, problematic way. 

Next steps. We noted that respondents from some Latino subgroups affirmed 
directive probes less often than did non-Latino Whites, a reversal of the pattern 
predicted by the ARS literature, and we suggested that this pattern might have 
been due to the predominant bicultural orientations of the Latino participants. A 
future study might investigate whether less acculturated respondents, i.e., those 
for whom simpatía is presumably more prominent, might exhibit higher levels of 
affirming the probed interpretation in the current study. Similarly, a compari-
son group of non-Latino Whites who are recruited from general sample sources 
rather than sources in which Latino representation is expected to be high, could 
sharpen the comparison. If Latino subgroups and especially the least assimi-
lated members of those subgroups exhibit more affirmation of probed interpre-
tations than non-Latino Whites, it could begin to suggest that ARS – at least the 
version of it that seems to reflect a desire to avoid controversy and negativity 
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– may be more prevalent in cognitive interviews than in those conducted for the 
current study.

Related to this, the sample of 67 cognitive interviews analyzed in the current 
study was large compared to typical pretests but not large enough for us to have 
full confidence that the differences in affirmations between Latino subgroups 
(particularly between Cuban Americans) and non-Latino Whites would hold up 
with larger samples (see Blair & Conrad, 2011).  Increasing the number (and typi-
cality) of non-Latino Whites in a future study could reveal effects of subgroup 
membership, which were not detected in the current study due to insufficient 
power.

 A follow-up study would not only collect data from a larger number of respon-
dents in each subgroup but would (1) recruit a larger number of cognitive inter-
viewers and, (2) randomly assign them to conduct either DP or NP interviews. 
This would make it possible to explore interviewer clustering of affirmations, 
alternative interpretations, and in DP interviews, rejections of the DP interpre-
tation. It is possible that because of differences in how individual interviewers 
administer the probes or even deliver the draft questions, different interview-
ers might elicit different patterns of responses to the probes, analogous to inter-
viewer effects in standardized, production interviews (e.g., Fowler, Lewis, & 
Magione, 1992; Groves & Magilavey, 1986; West & Blom 2017). 

Davis et al. (2019) report no evidence that interviewers’ characteristics affected 
ARS in production interviews, possibly suggesting that the way they conduct 
cognitive interviews is not related to the kind of ARS-like behavior observed in 
the current study. Nonetheless, it would be worth testing if cognitive interview-
ers differ from each other in whether and how often they administer directive 
probes. If interviewer effects of this type are small this would bolster the cur-
rent findings and suggest that it is possible for cognitive interviewers to consis-
tently explore question understanding without probing specific interpretations. 

Conclusion
There is little doubt that revising survey questionnaires based on pretests is a 
low-cost way to help assure that the data collected in production research are as 
high quality as possible. The current study adds complexity to this view by pro-
viding evidence that sometimes pretest results are themselves subject to mea-
surement error, in this case an affirmation bias that is triggered by interview-
ers probing specific misinterpretations of questions in cognitive interviews. 
Taking steps to reduce this source of error by, for example, training cognitive 
interviewers to avoid directive probing, seems likely to succeed. But it suggests 
that researchers may need to be more discriminating in how they interpret the 
results of cognitive interviews before revising questions based on those results 
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and, more generally, to examine what other types of error in cognitive interview 
data may be attributable to how those interviews are conducted.
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Appendix A
Questions with Probes. 

Note that Non-Directive probes included in parentheses a version with an rela-
tively exhaustive set of options so that respondents could choose one of several 
options if they were otherwise silent. 

(How important is it to you that) teenage children be encouraged to 
develop their independence? (Is this…)

1  ☐ not important,
2  ☐ a little important,
3  ☐ important, or
4  ☐ extremely important?

[PROBE: DIRECTIVE] When you answered this question, did the word “encour-
age” make you think about providing rewards to children, such as sweets or 
present, when they show independence?
[PROBE: NON-DIRECTIVE] When you answered this question, in what ways 
were you thinking that teenage children would be encouraged to develop their 
independence? (Did the word “encourage” make you think about encouraging 
independence by providing opportunities, praise, rewards such as sweets or 
presents, some combination of these things, or something else?)

(How important is it to you that) people are judged by their own personal 
actions, and not by the actions of other people in their families? (Is this…)

1  ☐ not important,
2  ☐ a little important,
3  ☐ important, or
4  ☐ extremely important?

[PROBE: DIRECTIVE] When you answered this question, did you think primarily 
about the judgments of strangers?
[PROBE: NON-DIRECTIVE] When you answered this question, who were you pic-
turing doing the judging?  (Were you primarily thinking about close family and 
friends, acquaintances, strangers, some combination of these types of people, 
or someone else?)?

[TO BE ADMINISTERED TO FEMALE PARTICIPANTS ONLY]
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How much do you believe that women are more responsible than men for 
taking care of the emotional needs of their families? Would you say you…
1 ☐ don’t believe that at all,
2 ☐ believe that a little,
3 ☐ somewhat believe that, or 
4 ☐ believe that very much?

[PROBE: DIRECTIVE] When you answered this question, were you thinking pri-
marily of those situations in which someone in the family is upset?
[PROBE: NON-DIRECTIVE] When you answered this question, what did “taking 
care of emotional needs” mean to you?  (Did “taking care of emotional needs” 
make you think primarily about situations in which someone in the family was 
upset, making sure people are happy on a day-to-day basis, both of these situa-
tions, or something else?)

How much do you believe that a woman should think of others’ needs 
before her own? (Would you say you…)

1  ☐ don’t believe that at all,
2  ☐ believe that a little,
3  ☐ somewhat believe that, or 
4  ☐ believe that very much?

[PROBE: DIRECTIVE] When you answered this question, did you think ONLY 
about what a woman thinks, regardless of how she acts?	
[PROBE: NON-DIRECTIVE] When you answered this question, were you think-
ing only about how women think, or also how they act?

How much do you believe that women should be comfortable voicing their 
opinions to men? (Would you say you…)

1  ☐ don’t believe that at all,
2  ☐ believe that a little,
3  ☐ somewhat believe that, or 
4  ☐ believe that very much?

[PROBE: DIRECTIVE] When you answered this question, did you think only 
about when women have opinions about things that affect their families?
[PROBE: NON-DIRECTIVE] When you answered this question, what kinds of 
opinions were you thinking about?  (Were you thinking about women’s opinions 
about things that affect their families or their opinions in general?)

How much do you believe that a woman has to be strong to be successful 
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in life? (Would you say you…)
1  ☐ don’t believe that at all,
2  ☐ believe that a little,
3  ☐ somewhat believe that, or 
4  ☐ believe that very much?

[PROBE: DIRECTIVE] When you answered this question, did you think that 
“strong” means that a woman insists on things being done her way?
[PROBE: NON-DIRECTIVE] What does the word “strong” mean to you in this 
question?  (Did the word “strong” make you think about a woman insisting on 
getting her way, being physically strong, not showing fear, some combination of 
these things, or something else?)

How much do you believe that important decisions should be made by the 
man of the household? (Would you say you…)

1  ☐ don’t believe that at all,
2  ☐ believe that a little,
3  ☐ somewhat believe that, or 
4  ☐ believe that very much?

[PROBE: DIRECTIVE] When you answered this question, were you thinking that 
the man would only make important decisions after consulting his wife?
[PROBE: NON-DIRECTIVE] When you answered this question, were you think-
ing that the man would make important decisions all on his own, after talking 
with his wife, after talking with other family members, some combination of 
these actions, or something else?

How much do you believe that a woman should be free to make up her 
own mind? (Would you say you…)

1  ☐ don’t believe that at all,
2  ☐ believe that a little,
3  ☐ somewhat believe that, or 
4  ☐ believe that very much?

[PROBE: DIRECTIVE] When you answered this question, did you think only 
about major decisions that a woman makes in her lifetime such as whether or 
not to get married or work outside the home?
[PROBE: NON-DIRECTIVE] What kinds of things were you thinking that a woman 
would make up her mind about when you answered this question?  (Were you 
thinking about major decisions that a woman makes in her lifetime such as 
whether or not to get married or work outside the home, more minor decisions 
such as what clothes to buy, her opinions about things in general such as what 



Conrad et al.: Acquiescence in Cognitive Interviews� 51

she thinks about climate change, people, or movies, or some combination of 
these types of things?)

How much do you believe that a woman should never show fear? (Would 
you say you…)

1  ☐ don’t believe that at all,
2  ☐ believe that a little,
3  ☐ somewhat believe that, or 
4  ☐ believe that very much?

[PROBE: DIRECTIVE] When you answered this question, did you think ONLY 
about times when a woman is in physical danger?
[PROBE: NON-DIRECTIVE] What kinds of situations were you thinking about 
when you answered this question?  (Were you thinking only about situations in 
which a woman simply feels nervous or uncomfortable such as when she is talk-
ing in front of a group of people, only situations in which she is in physical dan-
ger, both of these types of situations, or something else?)

How much do you believe that a woman should obey her husband’s 
wishes? (Would you say you…)

1  ☐ don’t believe that at all,
2  ☐ believe that a little,
3  ☐ somewhat believe that, or 
4  ☐ believe that very much?

	
[PROBE: DIRECTIVE] When you answered this question, did you think ONLY 
about things that a husband feels very strongly about?
[PROBE: NON-DIRECTIVE] What kinds of “wishes” were you thinking about 
when you answered this question?  (Were you thinking about a husband’s wishes 
about small things, things that he feels very strongly about, both of these types 
of wishes, or something else?)

How much do you believe that although the man may not know it, the 
decisions are really made by the woman of the house? (Would you say 
you…)

1  ☐ don’t believe that at all,
2  ☐ believe that a little,
3  ☐ somewhat believe that, or 
4  ☐ believe that very much?
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[PROBE: DIRECTIVE] When you answered this question, did you think ONLY 
about small decisions?
[PROBE: NON-DIRECTIVE] What kinds of decisions were you thinking about 
when you answered this question?  (Were you thinking about only small deci-
sions, only big decisions, or decisions in general?)

How much do you believe that women hold the most power within their 
households? (Would you say you…)

1  ☐ don’t believe that at all,
2  ☐ believe that a little,
3  ☐ somewhat believe that, or 
4  ☐ believe that very much?

[PROBE: DIRECTIVE] When you answered this question, did you think mostly 
about a woman’s power over the children in the household?  
[PROBE: NON-DIRECTIVE] When you answered this question, which people 
were you thinking about when it comes to a woman’s power?  (Were you think-
ing mostly about how much power a woman has over her husband, her children, 
other people in the household, or some combination of these types of people?)

How much do you believe that a woman needs to be strong willed to gain 
the respect of others? (Would you say you…)

1  ☐ don’t believe that at all,
2  ☐ believe that a little,
3  ☐ somewhat believe that, or 
4  ☐ believe that very much?

[PROBE: DIRECTIVE] When you answered this question, did the word “others” 
make you think ONLY about men?
[PROBE: NON-DIRECTIVE] Who did you think of as the “others” when you 
answered this question?  (Were you thinking mostly about men, mostly about 
women, or both men and women?)

How much do you believe that women should be in charge of making their 
own decisions about their lives? (Would you say you…)

1  ☐ don’t believe that at all,
2  ☐ believe that a little,
3  ☐ somewhat believe that, or 
4  ☐ believe that very much?

[PROBE: DIRECTIVE] When you answered this question, did you think ONLY 
about minor decisions? 	
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[PROBE: NON-DIRECTIVE] What kinds of decisions were you thinking about 
when you answered this question?  (Were you thinking about minor decisions, 
only about major decisions, or all types of decisions?)

How much do you believe that it is the responsibility of the woman in the 
household to set a moral example for her family to follow? (Would you say 
you…)

1  ☐ don’t believe that at all,
2  ☐ believe that a little,
3  ☐ somewhat believe that, or 
4  ☐ believe that very much?

[PROBE: DIRECTIVE] When you answered this question, did you think that 
“family” referred mainly to the woman’s husband? 
[PROBE: NON-DIRECTIVE] Which people in the family do you think this ques-
tion is asking about? (Were you thinking mainly about the woman’s husband, 
mainly about her children, someone else, or some combination of these people?

How much do you believe that child care should primarily be a woman’s 
responsibility? (Would you say you…)

1  ☐ don’t believe that at all,
2  ☐ believe that a little,
3  ☐ somewhat believe that, or 
4  ☐ believe that very much?

[PROBE: DIRECTIVE] When you answered this question, did you think it was 
asking who decides how children should be cared for, regardless of who actually 
provides the care? 	
[PROBE: NON-DIRECTIVE] When you answered this question, what did “child 
care” mean to you?  (Did you think the question was asking who decides how 
children should be cared for, who actually provides the care, both making deci-
sions and providing the care, or something else?)

How much do you believe that a woman should not let others tell her what 
to do? (Would you say you…)

1  ☐ don’t believe that at all,
2  ☐ believe that a little,
3  ☐ somewhat believe that, or 
4  ☐ believe that very much?

[PROBE: DIRECTIVE] When you answered this question, did you think that it 
was mostly asking about strangers?
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[PROBE: NON-DIRECTIVE] When you answered this question, who were the 
“others” that you think this question was asking about?  (Did you think that this 
question was mostly asking about a woman’s husband, her children, her par-
ents, her co-workers, strangers, someone else, or some combination of people?)

[TO BE ADMINISTERED TO MALE PARTICIPANTS ONLY]

How much do you believe that a man should be affectionate with his 
children? Would you say you…

1  ☐ don’t believe that at all,
2  ☐ believe that a little,
3  ☐ somewhat believe that, or 
4  ☐ believe that very much?

[PROBE: DIRECTIVE] When you answered this question, did you compare how 
affectionate men and women are with their children?
[PROBE: NON-DIRECTIVE] When you answered this question, were you think-
ing only about men or were you comparing men and women?

How much do you believe that a man should not let others tell him what to 
do? (Would you say you…)

1  ☐ don’t believe that at all,
2  ☐ believe that a little,
3  ☐ somewhat believe that, or 
4  ☐ believe that very much?

[PROBE: DIRECTIVE] When you answered this question, did you think that it 
was mostly asking about co-workers?
[PROBE: NON-DIRECTIVE] When you answered this question, who were the 
“others” that you think this question was asking about?  (Did you think that this 
question was mostly asking about a man’s wife, his children, his parents, his co-
workers, strangers, someone else, or some combination of people?)

How much do you believe that a man should never show fear? (Would you 
say you…)

1  ☐ don’t believe that at all,
2  ☐ believe that a little,
3  ☐ somewhat believe that, or 
4  ☐ believe that very much?
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[PROBE: DIRECTIVE] When you answered this question, did you think ONLY 
about times when a man is in physical danger?
[PROBE: NON-DIRECTIVE] What kinds of situations were you thinking about 
when you answered this question?  (Were you thinking only about situations in 
which a man simply feels nervous or uncomfortable such as when he is talking 
in front of a group of people, only situations in which he is in physical danger, 
both of these types of situations, or something else?)

How much do you believe that it is necessary for a man to fight when 
challenged? (Would you say you…)

1  ☐ don’t believe that at all,
2  ☐ believe that a little,
3  ☐ somewhat believe that, or 
4  ☐ believe that very much?

[PROBE: DIRECTIVE] When you answered this question, did you think mostly 
about older men?
[PROBE: NON-DIRECTIVE] When you answered this question, were you mostly 
thinking about younger men, middle-aged men, older men, some combination 
of ages, or men of all ages?)

How much do you believe that it is important for women to look good? 
(Would you say you…)

1  ☐ don’t believe that at all,
2  ☐ believe that a little,
3  ☐ somewhat believe that, or 
4  ☐ believe that very much?

[PROBE: DIRECTIVE] When you answered this question, did you think primar-
ily about whether women look clean and proper, as though they were going to 
church?
[PROBE: NON-DIRECTIVE] When you heard this question, what did “look good” 
mean to you?  (Were you thinking whether women dress and do their hair in a 
sexy way, have a sexy figure, look clean and proper as though they were going to 
church, some combination of these things, or something else?)

How much do you believe that men cannot be expected to be as honorable 
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as women? (Would you say you…)
1  ☐ don’t believe that at all,
2  ☐ believe that a little,
3  ☐ somewhat believe that, or 
4  ☐ believe that very much?

[PROBE: DIRECTIVE] When you answered this question, did you think ONLY 
about whether men could be as faithful to their wives and girlfriends as women 
are to their male partners?
[PROBE: NON-DIRECTIVE] When you answered this question, what types of 
actions or qualities were you thinking about?  (Were you thinking only about 
whether men could be as faithful to their wives and girlfriends as women are to 
their male partners, whether men are as religious as women, whether men are 
as moral as women, some combination of these things, or something else?)

 How much do you believe that a man should be in control of his wife? 
(Would you say you…)

1  ☐ don’t believe that at all,
2  ☐ believe that a little,
3  ☐ somewhat believe that, or 
4  ☐ believe that very much?

[PROBE: DIRECTIVE] When you answered this question, did you think mostly 
about times when the man and his wife are out in public?	
[PROBE: NON-DIRECTIVE] When you answered this question, what types of sit-
uations were you thinking about?  (Were you thinking mostly about times when 
the man and his wife are in the privacy of their home, at the homes of family or 
friends, out in public, in some other type of situation, or some combination of 
situations?)

How much do you believe that if a woman is being insulted, a man should 
defend her? (Would you say you…)

1  ☐ don’t believe that at all,
2  ☐ believe that a little,
3  ☐ somewhat believe that, or 
4  ☐ believe that very much?

[PROBE: DIRECTIVE] When you answered this question, did you think mostly 
about times when a woman is insulted by another woman?
[PROBE: NON-DIRECTIVE] When you answered this question, what types of sit-
uations were you thinking about?  (Were you thinking mostly about times when 
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a woman is insulted by another man, times when a woman is being insulted by 
another woman, times when a woman is being insulted by someone else, or any-
time a woman is being insulted?)

How much do you believe that men should be in charge of the finances in 
their households? (Would you say you…)

1  ☐ don’t believe that at all,
2  ☐ believe that a little,
3  ☐ somewhat believe that, or 
4  ☐ believe that very much?

[PROBE: DIRECTIVE] When you answered this question, did you think ONLY 
about major financial decisions?
[PROBE: NON-DIRECTIVE] What types of finances or financial decisions were 
you thinking about when you answered this question?  (Were you thinking only 
about minor financial decisions, only about major financial decisions, both 
minor and major types of financial decisions, or something else?)

How much do you believe that a man obtains honor from treating other 
people with respect? (Would you say you…)

1  ☐ don’t believe that at all,
2  ☐ believe that a little,
3  ☐ somewhat believe that, or 
4  ☐ believe that very much?

[PROBE: DIRECTIVE] When you answered this question, did you think ONLY 
about how a man treats strangers?
[PROBE: NON-DIRECTIVE] What types of “other people” were you thinking 
about when you answered this question?  (Were you thinking about how a man 
treats his wife, his children, close family and friends, acquaintances, strangers, 
someone else, or some combination of these types of people? 

How much do you believe that men should not talk about their feelings? 
(Would you say you…)

1  ☐ don’t believe that at all,
2  ☐ believe that a little,
3  ☐ somewhat believe that, or 
4  ☐ believe that very much?
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[PROBE: DIRECTIVE] When you answered this question, did you think mostly 
about whether or not men should talk about their feelings with their wives?
[PROBE: NON-DIRECTIVE] When you answered this question, which people 
were you thinking about in terms of whom men should talk or not talk to about 
their feelings?  (Were you thinking about whether or not men should talk about 
their feelings with their wives, their children, other close family or friends, 
acquaintances, strangers, someone else, or some combination of these types of 
people?)

How much do you believe that a man should respect a woman’s opinion, 
regardless of her age? (Would you say you…)

1  ☐ don’t believe that at all,
2  ☐ believe that a little,
3  ☐ somewhat believe that, or 
4  ☐ believe that very much?

[PROBE: DIRECTIVE] When you answered this question, did you think mostly 
about situations when the man is at work?
[PROBE: NON-DIRECTIVE] When you answered this question, what types of set-
tings were you thinking about?  (Were you thinking mostly about private con-
versations between a man and his wife, social settings with friends and fami-
lies, situations when the man is at work, something else, or some combination of 
these types of situations?)

How much do you believe that there are many things we have not 
discovered yet, so nobody can be absolutely certain that their beliefs are 
right? Would you say you…

1  ☐ don’t believe that at all,
2  ☐ believe that a little,
3  ☐ somewhat believe that, or 
4  ☐ believe that very much?

[PROBE: DIRECTIVE] When you answered this question, did you think mostly 
about the things that people learn through their personal experiences? 
[PROBE: NON-DIRECTIVE] When you answered this question, what types of dis-
coveries were you thinking about?  (Were you thinking mostly about the things 
that people learn through their personal experiences throughout their lives, 
mostly about discoveries made by scientists, both of these types of things, or 
something else?)
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How much do you believe that it is good to be open-minded? (Would you 
say you…)

1  ☐ don’t believe that at all,
2  ☐ believe that a little,
3  ☐ somewhat believe that, or 
4  ☐ believe that very much?

[PROBE: DIRECTIVE] When you answered this question, did you think mostly 
about your willingness to have new experiences?
[PROBE: NON-DIRECTIVE] When you answered this question, what kinds of 
things were you thinking about being open-minded about?  (Were you thinking 
mostly about your willingness to have new experiences, to meet new people, to 
accept new ideas, something else, or some combination of these types of things?)

How much do you believe that you are certain that your ideas about the 
central issues in life are correct? (Would you say you…)

1  ☐ don’t believe that at all,
2  ☐ believe that a little,
3  ☐ somewhat believe that, or 
4  ☐ believe that very much?

	
[PROBE: DIRECTIVE] When you answered this question, did you think mostly 
about having a happy family?
[PROBE: NON-DIRECTIVE] When you answered this question, what types of 
“central issues in life” were you thinking about?  (Were you thinking mostly 
about having a happy family, the way in which the world works, the meaning 
of life, the existence of God, whether human nature is essentially good or bad, 
something else, or some combination of these types of things?)

How much do you believe that it is better to risk saying too much than to 
risk being misunderstood? (Would you say you…)

1  ☐ don’t believe that at all,
2  ☐ believe that a little,
3  ☐ somewhat believe that, or 
4  ☐ believe that very much?

[PROBE: DIRECTIVE] When you answered this question, did you think mostly 
about times when you are talking with someone who you know well?
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[PROBE: NON-DIRECTIVE] When you answered this question, were you think-
ing mostly about times when you are talking with strangers, acquaintances, 
people who know each other well, or some combination of these types of people?

How much do you believe that how something is said generally 
communicates more information than the words used to say it? (Would 
you say you…)

1  ☐ don’t believe that at all,
2  ☐ believe that a little,
3  ☐ somewhat believe that, or 
4  ☐ believe that very much?

[PROBE: DIRECTIVE] When you answered this question, did you think mostly 
about how the gestures that people use when they talk?
[PROBE: NON-DIRECTIVE] What does “how something is said” mean to you in 
this question?  (Were you thinking mostly about how the gestures that people 
use when they talk, about how a person emphasizes certain words, how a person 
uses facial expressions to communicate meaning, something else, or some com-
bination of things?)

In general, white Americans treat Latinos with respect. 
1  ☐ 1 — STRONGLY DISAGREE
2  ☐ 2
3  ☐ 3
4  ☐ 4
5  ☐ 5
6  ☐ 6
7  ☐ 7 — STRONGLY AGREE

[PROBE: DIRECTIVE] When you answered this question, did you think ONLY 
about whether or not white Americans are polite, such as saying “please” or 
“thank you”?
[PROBE: NON-DIRECTIVE] When you answered this question, what types of sit-
uations were you thinking about?  (Were you thinking ONLY about whether or 
not white Americans are polite such as saying “please” or “thank you, whether 
they support laws and policies that help Latinos such as immigration reform and 
access to education and health care, whether they hire Latinos for jobs, some-
thing else, or some combination of things?)

Gay marriage should be illegal. 
1  ☐ 1 — STRONGLY DISAGREE
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2  ☐ 2
3  ☐ 3
4  ☐ 4
5  ☐ 5
6  ☐ 6
7  ☐ 7 — STRONGLY AGREE

[PROBE: DIRECTIVE] When you answered this question, did you think about 
men marrying men as well as women marrying women?
[PROBE: NON-DIRECTIVE] When you answered this question, what types of cou-
ples were you thinking about?  (Were you thinking mostly about men marrying 
men, women marrying women, both, or something else?) 

If I were to choose a snack from a store, I would probably choose 
something sweet. 	

1  ☐ 1 — STRONGLY DISAGREE
2  ☐ 2
3  ☐ 3
4  ☐ 4
5  ☐ 5
6  ☐ 6
7  ☐ 7 — STRONGLY AGREE

[PROBE: DIRECTIVE] When you answered this question, did you think that 
“something sweet” included fruits such as bananas or pineapple?
[PROBE: NON-DIRECTIVE] When you answered this question, what kind 
of snacks were you thinking about?  (Were you thinking about fruits such as 
bananas or pineapple, sugary snacks such as candy bars, both of these types of 
snacks, or something else?)

I enjoy watching reality TV shows. 
1  ☐ 1 — STRONGLY DISAGREE
2  ☐ 2
3  ☐ 3
4  ☐ 4
5  ☐ 5
6  ☐ 6
7  ☐ 7 — STRONGLY AGREE

[PROBE: DIRECTIVE] When you answered this question, did you include nature 
shows?
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[PROBE: NON-DIRECTIVE] When you answered this question, what types of TV 
shows were you thinking about?  (Were you including only reality TV shows, or 
did you also include news shows, nature shows, educational TV shows, some-
thing else, or some combination of shows?) 

I enjoy cold weather. 
1  ☐ 1 — STRONGLY DISAGREE
2  ☐ 2
3  ☐ 3
4  ☐ 4
5  ☐ 5
6  ☐ 6
7  ☐ 7 — STRONGLY AGREE

[PROBE: DIRECTIVE] When you answered this question, did you compare how 
much you enjoy cold weather versus hot weather?
[PROBE: NON-DIRECTIVE] What were you thinking about when you answered 
this question?  (Were you thinking only about how much you enjoy hot weather or 
did it make you compare how much you enjoy cold weather versus hot weather?)

I always remain calm during a crisis.
1  ☐ 1 — STRONGLY DISAGREE
2  ☐ 2
3  ☐ 3
4  ☐ 4
5  ☐ 5
6  ☐ 6
7  ☐ 7 — STRONGLY AGREE

[PROBE: DIRECTIVE] Did you include heated arguments between people as “cri-
ses” when you answered this question?
[PROBE: NON-DIRECTIVE] When you answered this question, what types of cri-
ses were you thinking about?  (Were you thinking that “crises” referred only to 
emergencies, or did you also include heated arguments between people or other 
types of situations?)
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I enjoy listening to stories. 
1  ☐ 1 — STRONGLY DISAGREE
2  ☐ 2
3  ☐ 3
4  ☐ 4
5  ☐ 5
6  ☐ 6
7  ☐ 7 — STRONGLY AGREE

[PROBE: DIRECTIVE] Did you include listening to jokes when answering this 
question?
[PROBE: NON-DIRECTIVE] When you answered this question, what types of sto-
ries were you thinking about?  (Were you thinking only about stories that people 
tell, jokes, books on tape, some other type of stories, or some combination of 
these types of things?)

Gays should have the same marriage rights as straight men and women. 
1  ☐ 1 — STRONGLY DISAGREE
2  ☐ 2
3  ☐ 3
4  ☐ 4
5  ☐ 5
6  ☐ 6
7  ☐ 7 — STRONGLY AGREE

[PROBE: DIRECTIVE] When you answered this question, did you think mostly 
about the rights and privileges that come with being married, such as visiting a 
spouse in the hospital?
[PROBE: NON-DIRECTIVE] When you answered this question, what did “mar-
riage rights” mean to you?  (Were you thinking mostly about the right to get mar-
ried, the rights and privileges that come with being married such as visiting a 
spouse in the hospital, both of these types of rights, or something else?)

When it comes to interacting with Latinos, most white Americans are 
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racist. 
1  ☐ 1 — STRONGLY DISAGREE
2  ☐ 2
3  ☐ 3
4  ☐ 4
5  ☐ 5
6  ☐ 6
7  ☐ 7 — STRONGLY AGREE

[PROBE: DIRECTIVE] When you answered this question, did you think mostly 
about how white Americans react to hearing the opinions of Latinos on the TV, 
radio, or internet?
[PROBE: NON-DIRECTIVE] When you answered this question, what types of 
interactions were you thinking about?  (Were you thinking mostly about when 
white Americans are talking face-to-face with Latinos, mostly about how white 
Americans react to hearing the opinions of Latinos on the TV, radio, or internet, 
something else, or some combination of types of interaction?)

I like to spend time outdoors every day. 
1  ☐ 1 — STRONGLY DISAGREE
2  ☐ 2
3  ☐ 3
4  ☐ 4
5  ☐ 5
6  ☐ 6
7  ☐ 7 — STRONGLY AGREE

[PROBE: DIRECTIVE] When you answered this question, did you think mostly 
about active outdoor activities, such as walking?
[PROBE: NON-DIRECTIVE] When you answered this question, what types of 
activities were you thinking about?  (Were you thinking of doing any particular 
activities – such as walking or gardening – or just sitting and enjoying the out-
doors?)

Being around other people gives me energy. 
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1  ☐ 1 — STRONGLY DISAGREE
2  ☐ 2
3  ☐ 3
4  ☐ 4
5  ☐ 5
6  ☐ 6
7  ☐ 7 — STRONGLY AGREE

[PROBE: DIRECTIVE] When you answered this question, did you think mostly 
about feeling emotionally energized?
[PROBE: NON-DIRECTIVE] When you answered this question, what type of 
energy were you thinking about?  (Were you thinking mostly about physical 
energy, mental energy, spiritual energy, something else, or some combination 
of types of energy?)

Appendix B
Distribution of Demographic Characteristics in the Two Probe Groups

Table B1 	 Latino ethnicity 

Probe Group Latino Ethnicity

Non-Latino 
White

Mexican-
American

Puerto
Rican

Cuban 
American

Total

Directive n
%

7
17.1 

12
29.3 

12
29.3 

10
24.4

41
100

 Non-Directive  n
%

3
11.5

8
30.8

8
30.8

7
26.9

26
100

Total n
%

10
14.9

20
29.9

20
29.9

17
25.4

67
100

Table B2 	 Gender
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Probe Group Gender

Male Female Total

Directive  n
%

21
51.2

20
48.8

41
100

Non-Directive n
%

15
57.7

11
42.3

26
100

Total n
%

36
53.7

31
46.3

67
100

Table B3 	 Interview language

Probe Group Interview Language

English Spanish Total

Directive  n
%

25
60.9

16
39.0

41
100

Non-Directive n
%

14
53.9

12
46.2

26
100

Total n
%

39
58.2

28
41.8

67
100

Table B4 	 Education

Probe Group Education

Less 
than 
High 

School

High 
School 

graduate

Some 
College

Bachelor’s 
Degree

Graduate 
Degree

Total

Directive  n
%

5
12.8

9
23.0

10
25.6

9
23.1

6
15.4

39
100

Nondirective n
%

5
19.2

6
23.1

6
23.1

6
23.1

3
11.5

26
100

Total n
%

10
15.4

15
23.1

16
24.6

15
23.1

9
13.9

65
100
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Abstract
Today, an increasing number of surveys offer respondents the choice of which language 
they want to answer the questionnaire. In later data analysis, however, the language 
in which the respondent answers the questions is often ignored, and no distinction 
is made regarding whether that language is the respondent’s mother tongue. Several 
psychological theoretical considerations and empirical observations indicate that re-
spondents’ answering behaviors are influenced by whether the questions are presented 
in their mother tongue or a non-native language. Therefore, the extent to which these 
mechanisms and effects of language used are also applicable and relevant in social sci-
ence studies remains unclear. Based on models of cognitive load, satisficing, and lan-
guage-dependent memory, the influence of language nativeness on response behavior 
is explained from a theoretical point of view. The research question will be answered by 
analyzing the data from the refugee study ReGES (Refugees in the German Educational 
System). The results of the analyses show that there is a difference in response behav-
ior depending on whether a question is answered in a mother tongue or a non-native 
language. The implications, both from a survey methodological point of view and for 
further research, will be discussed.

Keywords:	 non-native language effect; language; multilingual surveys; response behavior; 
refugees
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Due to the increase in labor migration (International Labour Office [ILO], 2010, 
2018) and the number of refugees (International Organization for Migration 
[IOM], 2019), multilingual interviews recently became more relevant. Since mul-
tilingual interviews have already been conducted commonly in many countries 
with multiple national languages, the methodological challenges of conduct-
ing identical questionnaires in different languages (e.g., Hunt & Bhopal, 2004; 
McKay et al., 1996; Pan et al., 2014) and other methodological aspects of multilin-
gual surveys have already been investigated in detail (e.g., Blohm & Diehl, 2001; 
Dotinga et al., 2005; Schoua-Glusberg, 2004).

However, even if these methodological challenges are considered, there can 
be differences in answering questions depending on the language used (e.g. 
Peytcheva, 2018). Nevertheless, research regarding language differences has 
often focused on bilingual respondents. But the following three developments 
raise the relevance for shifting the focus: First, due to the increase in migrants, 
there is an increasing group of people whose mother tongue is not one of the 
national languages of a country. Second, the number of forced migration is 
increasing at the same time, which typically means that people cannot properly 
prepare their migration by, for example, learning the national language of the 
host country. And third, relatively new survey technologies, such as multilin-
gual computer- or web-based questionnaires, make it possible that the number 
of languages offered in a survey from which the respondent can choose no lon-
ger depends on the interviewer’s language skills, as is usually the case in inter-
views with interviewers.

The interaction of these three points―the greater diversity of different mother 
tongues within countries, the rising number of people without knowledge of the 
national languages and the technical possibility for respondents to select their 
preferred language for responding to questionnaires or individual questions 
from a range of languages―opens a new question: Does it make a difference 
whether respondents answer a question in their mother tongue rather than in 
a non-native language? Analyses of numerous psychological studies and experi-
ments suggest that there is a difference between answering a question in a non-
native language as opposed to the mother tongue (for a summary see Hadjichris-
tidis et al., 2019). However, whether and how these effects are also relevant in 
surveys has rarely been analyzed (e.g., Kappelhof, 2017). Therefore, the aim of 
this paper is, on the one hand, to investigate whether differences in response 
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behavior depend on whether questions are posed and answered in a mother 
tongue instead of a non-native language. On the other hand, the influence of 
language nativeness will also be analyzed for other practical aspects relevant 
for surveys, such as the duration of an interview or the accuracy of statements.

For this purpose, data from a German refugee survey ReGES (Will et al., 2021) 
are used to analyze the extent to which the language used influences the length 
of the survey, the accuracy of the information provided, and the actual response. 
Analyzing the data from this refugee study enables an investigation of the impact 
of language on response behavior in actual surveys based on computer-assisted 
self-interviews (CASI) in eight languages and―since the refugees are all newly 
arrived immigrants―allows a clear distinction between mother tongue and non-
native language. Conversely, the data is not based on an experimental study.

Having this in mind, theoretical models and explanations are presented, and 
hypotheses are formulated in a first step. Subsequently, I briefly describe the 
data and the operationalization of the subsequent analyses before the results 
of the multivariate analyses are presented. The results show that items are 
answered more quickly in a mother tongue than in a non-native language. Like-
wise, by looking at items on gender roles and religiosity, it turns out that items 
about social norms are answered more in accordance with the norms associated 
with the mother tongue if these items are answered in a mother tongue. Finally, 
the results are discussed in a concluding section.

Theoretical Background and Previous Research
The following theoretical considerations focus on why people answer questions 
in a survey differently in their mother tongue than in a non-native language. As 
mentioned in the introduction, this paper is about people who have one or more 
mother tongues and have later learned a non-native language.

From a survey methodological point of view, the influence of language on 
response behavior can be explained by the model of satisficing (Krosnick, 
1991). In addition, I will focus on two psychological approaches to explain why 
response behavior may change depending on the language used to answer the 
question: cognitive load theory and language-dependent memory. As shown in 
Figure 1, I will apply these models to the four survey methodology-relevant steps 
of answering a question, which are the comprehension of the question, retrieval 
of relevant information, judgment, and response (Tourangeau, 1984).
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Figure 1	� Overview of theories and their link to the respondent’s task in the 
response process

While each theoretical model is used to derive a hypothesis in the following sec-
tions, it should be noted that the three theoretical models are not based on con-
tradictory assumptions but rather complement each other.

Cognitive Load Theory

The initial task of the respondent in the process of answering a question is to 
comprehend the question or, more precisely, to understand the text (Tourangeau, 
1984). Whereas it can be assumed that—despite different language skills (and 
depending on the survey mode used also despite different reading skills)—
respondents have sufficient language skills to understand questions posed in 
their mother tongue, language skills of a respondent in a non-native language 
usually vary greatly. 

Especially in the case of the group of refugees focused on in this paper, it can 
be assumed that the non-native language skills of the host country’s language 
are lower than in the mother tongue, since refugees often have to leave the coun-
try unexpectedly and sometimes do not yet know in which country they will be 
placed. This makes texts in a non-native language comparatively harder to com-
prehend. Additionally, it is necessary to consider that items in surveys are even 
more difficult to understand because respondents usually cannot understand 
the meaning of the text from the context but have to understand each item indi-
vidually (Calderón et al., 2006, pp. 50–51).

However, even if people understand a non-native language almost as well 
as their mother tongue, it is still the case that the cognitive load is higher for 
understanding a non-native language than a mother tongue (e.g., Hasegawa 
et al., 2002). Since cognitive load is defined as the amount of working memory 
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resources used to complete a mental activity such as comprehending a text 
(e.g., Paas & Van Merriënboer, 1994; Sweller, 1994) and these human memory 
resources are limited, a high cognitive load also means a higher cognitive effort 
(e.g., Paas et al., 2003).

As a result, comprehension of the questions is more challenging in a non-
native language, either due to a lack of language proficiency or the higher cogni-
tive load required to understand questions in a non-native language. The time 
required to answer items should vary depending on the language used. There-
fore, respondents should need less time to respond to questions posed in their 
mother tongue than they would to questions posed in a non-native language:

H1: 	� Answering questions in a mother tongue takes less time than answering ques-
tions in a non-native language.

Satisficing

As a model based on a combination of cognitive load theory and general ratio-
nal choice theory (see Esser, 1990), satisficing can also be used to explain dif-
ferences in response behavior based on language in the following two steps: 
retrieval and judgment (Tourangeau, 1984). According to rational choice theory 
(RCT), respondents evaluate in the answering process of each question how the 
highest possible subjective expected utility can be achieved by answering the 
question. However, since neither cost nor negative sanctions nor particularly 
high gains are expected in a scientific, voluntary survey, the subjective expected 
utility is evaluated as relatively low. Therefore, the use of cognitive load is often 
reduced to a minimum, meaning that respondents put less effort into answer-
ing the question when the task is difficult. This could, of course, be done by 
responding to the question in the mother tongue. However, this paper does not 
delve further into the reasons for answering a question in a non-native language 
when the mother tongue is available. 

This minimal cognitive effort, which is also known as satisficing (Krosnick, 
1991), can influence response behavior by reducing the cognitive load. One pos-
sible consequence of satisficing is reducing the cognitive load through heap-
ing (Gideon et al., 2017). This means that the respondents try to minimize their 
cognitive effort by rounding open numerical answers instead of choosing the 
more cognitively demanding process of intensively retrieving the exact number 
and judging whether the number given is actually correct. Therefore, rounded 
answers are less accurate than unrounded answers (Battisin et al., 2003). A prob-
lematic consequence of this on data report and analysis is that rounded or esti-
mated (and thus less accurate) answers given by the respondent can lead to a loss 
of validity. Therefore, it is also important to minimize the measurement error of 
heaping.
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According to satisficing theory, the difficulty of the task is a significant fac-
tor influencing satisficing and, consequently, heaping (Krosnick, 1991). As pre-
viously stated in the considerations for Hypothesis 1, it can be assumed that 
answering a question in a non-native language increases the task difficulty and 
thus fosters satisficing. Therefore, the following relationship is predicted in 
Hypothesis 2:

H2: 	 Items presented in a mother tongue tend to be answered more accurately.

Language-Dependent Memory

A second model that often serves as a possible explanation in this context is 
language-dependent memory (e.g., Marian & Neisser, 2000), which is applied 
here to the two steps of retrieval and judgment. This model relies on different 
circumstances of language learning. For example, the emotional context of the 
learning hypothesis states that a language is associated with emotions when that 
language is learned and used in an emotional context (Harris et al., 2006). It can 
therefore be assumed that the mother tongue, which is learned in childhood 
under the influence of many emotions, is much more strongly linked to emo-
tions than a non-native language, which is usually learned in a (less emotional) 
educational context. The relationship of social norms and language is similar 
(see Nichols et al., 2016): Social norms are mainly internalized in the mother 
tongue and are thus more activated by the mother tongue than in a non-native 
language. Therefore, such experiences and learned norms are stored in long-
term memory in the language in which the experiences were made or norms 
were acquired (e.g., Marian & Fausey, 2006; Marian & Kaushanskaya, 2004). 
These theoretical assumptions refer not only to differences between the mother 
tongue learned in childhood and a later learned non-native language but also, in 
the case of bilingual persons, to memories, norms or emotions associated with 
different languages (e.g., Danziger & Ward, 2010; Dewaele & Nakano, 2012; Mar-
ian & Kaushanskaya, 2004).

The theory of language-dependent memory implies that emotions and social 
norms play a much greater role in the mother tongue than in a non-native lan-
guage, in which “cool-headed responses toward certain moral dilemmas” and 
“less condemnation of moral and social violations” can be expected (Hadjichris-
tidis et al., 2019, p. 264). Therefore, depending on the emotions and social norms 
associated with a language, questions can be answered differently according to 
the language in which they are presented, and norms are less activated in a non-
native language (Geipel et al., 2015).

For these reasons, it can be assumed that those questions, where norms or 
emotions linked to a language have to be retrieved and judged in the answer-
ing process, will be answered differently in a mother tongue or a non-native 
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language. This means that respondents would answer such questions in their 
mother tongue more emotionally and with the knowledge of social norms linked 
to their mother tongue. In a more formally learned non-native language, the 
associated social norms would be less activated, and emotionality would also 
decrease. It can be assumed that questions about social norms or emotions in a 
non-native language are less likely to be answered in accordance with the social 
norms and emotions incorporated in the mother tongue but rather answered 
more rationally and therefore more in conformity with the social desirability 
resulting from the interview context (e.g., the culture of the country where the 
interview takes place). Hypothesis 3 states therefore:

H3:	� If items about social norms or emotions are presented in a mother tongue, the 
answers will be answered more in accordance with the norms associated with 
the mother tongue.

Current State of Research

The question of how language influences response behavior has been addressed 
by many studies in different disciplines, each with a different focus. However, 
almost no study has analyzed the actual influence of the use of mother tongue 
or non-native language on response behavior in surveys. To obtain a sense of 
the empirical evidence supporting the hypotheses, some studies that have dealt 
with assumptions similar to the abovementioned hypotheses are briefly pre-
sented below.

In the United States, where a large proportion of the population is bilingual, 
studies have more frequently investigated the effect of language on response 
behavior in surveys (e.g., Diaz-Morales et al., 2006; Guarnaccia et al., 1989; 
Pérez, 2009; Welch, 1973). However, they have made no distinction between 
mother tongue and non-native language. Most of these studies show that the 
response behavior depends in different ways on whether the questionnaire was 
completed in English or another language.

As one of the few studies that focused on differences between mother tongue 
and non-native language, Harzing and Maznevski (2002) showed in an experi-
ment with students that questions are answered in accordance with the cultural 
values linked to a language. This finding corresponds to other studies (e.g., Lee, 
2001; Marin et al., 1983), although they did not distinguish between mother 
tongue or non-native language, and is in line with the theoretical assumptions 
of language-dependent memory theory. Similarly, the results from Kappelhof 
(2017), using data from a Dutch study on ethnic minorities, show that individuals 
answer items on family ties more traditionally in their mother tongue.

In addition, various psychological experiments have focused explicitly on 
the differences in response behaviors between respondents using their mother 
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tongue or a non-native language (for an overview, see Hadjichristidis et al., 2019). 
Some studies have shown that people perceive non-native languages less emo-
tionally (e.g., Caldwell-Harris & Ayçiçeği-Dinn, 2009; Harris et al., 2003). Other 
studies have also shown that decisions in non-native languages were therefore 
made more rationally and less emotionally (e.g., Cipolletti et al., 2015; Costa et 
al., 2014; Geipel et al., 2015; Hadjichristidis et al., 2019; Hayakawa & Keysar, 2018; 
Shin & Kim, 2017).

In sum, these studies show that parts of the assumptions have already been 
empirically proven, so the theoretical explanations are a useful basis for the 
assumptions in the individual hypotheses. To test the hypotheses empirically, 
the data for the later analyses will be described in the following section.

Data and Methods
Unlike many recent studies on differences due to mother tongue and non-native 
language, the hypotheses are tested using a large-scale study. Specifically, data 
from the first wave from 2018 of the German refugee study ReGES “Refugees 
in the German Educational System” are used. Since a considerable number of 
children and young refugees came to Germany in the context of asylum immi-
gration in the mid-2010s, this study focuses on the educational trajectories of 
young refugees by interviewing adolescents and parents, even though the sam-
pling units were young refugees children (at least four years old but not attend-
ing school at that time) and refugees adolescents (between 14 to 16 years old) 
(Will et al., 2021). The target population was sampled via a complex, multi-stage 
sampling process from the German registration office across five federal states 
in Germany. For this purpose, a random sample of the nationalities of the most 
common refugee nationalities in Germany at that time was taken (for details, see 
Steinhauer et al., 2018). Respondents were contacted personally by interviewers 
after receiving an invitation letter, resulting in 5,711 completed interviews in the 
first wave (for further details regarding the sample over the waves, see Heinritz 
& Will, 2021 and von Maurice & Will, 2023).

To prevent panel conditioning, which may also influence response behav-
ior, only the first wave of the study ReGES is considered. The advantage of this 
study is that the questionnaires of the first wave were offered in eight differ-
ent languages: English, German, Arabic, Kurmanji, Pashto, Tigrinja, Farsi, and 
French. The languages—in addition to German as the original language of the 
study—were chosen based on the most common official languages of the respon-
dents’ countries of origin (Gentile et al., 2019), knowing that they are not always 
the mother tongues of the respondents. In all these languages, native speakers 
of the respective languages were employed as interviewers. In order to contact 
the respondent in the correct language, the nationality of the respondents was 
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used as an indicator for the language in which the interviewer should contact 
the person (e.g., respondents from Syria should be contacted by Arabic-speaking 
interviewers). 

Sample

The main part of the interviews was a CASI. As it could be assumed that there 
were many illiterate people in the sample, the CASI was offered with audio files 
and the interviewers were also allowed to read the question aloud to the respon-
dents. In order to minimize the possible influences and interactions of the inter-
viewer1, only those CASI interviews are analyzed in which the interviewers did 
not read out questions (n = 2,031). In addition, there were some cases (n = 84) 
where the respondents stated that they could not read, but neither used audio 
files nor asked the interviewer for help. These implausible cases are excluded as 
well as cases with implausible data on the mother tongues. This automatically 
excluded people with poorer reading skills in the analyses sample. Therefore, 
a total of 1,865 persons are considered in the following analyses. Furthermore, 
since it can be expected that social desirability differs depending on the coun-
try of origin or culture (Tourangeau & Yan, 2007, p. 860), the test of Hypothesis 
3 includes only persons from Syria as the largest group of the sample with the 
same country of origin and therefore similar cultural background.

Table 1 provides a first description of the sample that served as the basis for 
the multivariate analyses. When looking at the sample in the second column in 
Table 1, which reports the mother tongues (multiple answer) of the respondents, 
it can be observed that the languages used correspond to the official languages 
of the countries of origin of the sample: Arabic (as the official language in Syria 
and Iraq) is the most common mother tongue, with 81.29% of respondents listing 
this language as one of their mother tongues, followed by Kurmanji (as an offi-
cial language in Iraq and spoken in parts of northern Syria) and Farsi (as an offi-
cial language in Iran), with 8.26%. Although Kurmanji was the mother tongue 
of many respondents, items views in this language cannot be included in the 
following analyses, as the complete translation of Kurmanji had to be revised 
during the fieldwork and quality problems remained due to the complexity of 
the language (see Gentile et al., 2019).

1	 Interviewers can influence response behavior in many ways. These includes character-
istics of the interviewer such as ethnicity, gender or age (e.g., Glantz and Michael, 2014; 
Groves et al., 2009; Loosveldt, 2008).

In ReGES, respondents were free to choose the language used for answering. 
On the one hand, the respondents could choose the interview language at the 
beginning; on the other hand, the language could be changed individually for 
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Table 1	 Distribution and use of language in the sample in percent

Mother tongues  
of respondents

Languages used  
for answering

Language matches  
in each language

Units

Respondents  
in analyses  

sample

Screens  
of analyses  

sample

Screens of analyses 
sample displayed in 

the language

Arabic 81.29 73.78 90.99

German 1.39 19.38 3.75

Farsi 8.26 6.03 98.94

English 7.56 0.71 24.86

Tigrinya 0.16 0.06 100

Pashto 0.70 0.08 100

Kurmanji 19.46 * *

French 0.59 - -

N    1,865 219,325 219,325

Source: ReGES data, own calculations, Wave 1.
* Language was not considered in the analysis sample.

each question.2 The third column in Table 1 illustrates the proportion of screens 
displayed in each language. For example, 73.78% of the screens were last dis-
played in Arabic and 6.03% in Farsi, which roughly reflects the proportion of 
people with these languages as mother tongues. This distribution of mother 
tongues seems to correlate in most cases with the languages actually used in the 
survey (see the second column in Table 1). In fact, in 90.99% of the screens that 
were answered in Arabic, Arabic was also the mother tongue, and in Farsi, it was 
also the mother tongue in 98.94% of the cases (see the fourth column in Table 1). 
The greatest difference between the number of native speakers and number of 
users of this language in the interviews can be seen for German. Although only 
1.39% of the respondents stated that German was their mother tongue, 19.38% of 
the screens were answered in German. Therefore, it is not surprising that only 
3.75% of the items answered in German were answered by native speakers.

2	 As mentioned in the beginning, there are more studies that offer several languages and 
where the respondent can choose the language. However, one problem of the data anal-
ysis of other studies that should not be underestimated is that sometimes the language 
used is not logged at all, or at least not listed in scientific use files, or the respondent’s 
mother tongue is not surveyed. This once again illustrates the lack of attention given to 
the possible influence of language on the data.
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In total, 74.10% of the screens analyzed were answered by the respondents in 
their mother tongue. However, these screens with language matches are distrib-
uted differently among the respondents. A total of 64.34% of respondents con-
ducted the entire survey in their mother tongue and thus had a language match 
for each question, whereas 21.66% did not answer a single question in their 
mother tongue. This already indicates that only a small proportion of respon-
dents took advantage of the opportunity to change languages during the survey. 
In fact, looking at the number of times respondents changed languages, 78.18% 
of respondents did not change language at all (regardless of whether the lan-
guage used was their mother tongue or not) and less than 4 % changed the lan-
guage more than 10 times.

A parent interview in this first wave contained just over 300 questions and 
an adolescent interview contained at least 250 questions. However, not all items 
were considered. Items for which translation quality problems were identified 
through the translation process of follow-up waves and for which the transla-
tion was therefore modified in the follow-up waves are excluded in the corre-
sponding language. With all these limitations, the analysis sample contained 
1,865 persons who together answered a total of 227,448 items. Due to the restric-
tions made by operationalization (see below), for 219,325 items, it was possible 
to clearly identify the language in which the item was answered (although this 
number and the number of respondents will be lower in the multivariate analy-
ses due to missing values in the data).3 This is also the basis for Table 1.

Operationalization

The independent variable of whether an item was viewed in a native or non-
native language is no longer clearly identifiable in the case of items where the 
respondent changed the language several times. Therefore, only items that were 
either viewed in only one language or for which the language was switched only 
one time by the respondents were considered. In the latter cases, it is assumed 
that the item was answered in the language that was switched to. In Hypothesis 
3, in which the theoretically assumed explanation for the respondent’s behavior 
is language-dependent memory, only items that were viewed in one language 
without changing language were considered to ensure that the memories were 
associated with only one language.

The time for answering an item in Hypothesis 1 is measured as the respon-
dent’s cumulative time spent viewing an item. All items viewed by a respondent 

3	 For detailed descriptive analyses of the complete sample of the ReGES study see Will et al. 
(2018) and Appendix 1.
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for more than ten minutes4 were considered interview interruptions and were 
not included in the analyses.

To measure the accuracy of open answers in Hypothesis 2, all open numerical 
answers except dates are considered. Dates are not considered because, on the 
one hand, dates such as month and year of birth or month and year of school-
ing are easier to remember and therefore less cognitively demanding (Burton 
& Blair, 1991); on the other hand, cultural differences5 have to be considered. 
For these reasons, only open numerical answers that refer to frequencies are 
considered.6 In each questionnaire, there was a maximum of 7 open numerical 
answers. As done in comparable research (e.g., Holbrook et al., 2014; Schober 
et al., 2015), it is expected that all answers divisible by 5 will tend to be rounded 
so that the accuracy of open answers is operationalized in binary form: If the 
answer is divisible by 5, it is assumed to be rounded and therefore less accurate 
(1 = rounded).

To test Hypothesis 3, items on religiosity and gender role attitudes are ana-
lyzed because it can be assumed here that social norms differ between Syria, the 
country of origin, and Germany, the host country. It can be assumed that gender 
roles are more traditional in Syria than in Germany and that these gender roles 
are anchored in the mother tongue of the respondents. If, however, items about 
gender roles (using a sum score from 4 “egalitarian” to 16 “traditional”) or religi-
osity (using a four-point ordinal scale from “not at all religious” to “very religious”) 
are answered in a non-native language, it can be assumed that the question will 
be answered more rationally and will probably be answered in a more socially 
desirable way, e.g., in accordance with the norms of the host country. In the case 
of Germany as the host country, therefore, the answer will be more liberal or 
secular.

Methods of Analysis

To test the hypotheses, different regression analyses are performed for each 
hypothesis. It is important to remember that the objective of the ReGES study 
was to describe educational trajectories of refugees. Consequently, the data 

4	 It would also be reasonable to evaluate an interruption at 5 minutes or at 15 minutes; how-
ever, the results presented would not differ in the core of the conclusions.

5	 This is less about different calendars than, for example, the phenomenon that the target 
group of the ReGES study is born in January more often than average. One potential ex-
planation for this phenomenon is that in some cultures, birthdays are not a significant 
event and are therefore not celebrated. Therefore, some refugees may be unaware of their 
birthday, resulting in the mention of 01.01. as the birthday in official documents to avoid 
leaving the date and month empty.

6	 An overview of these 13 items can be found in Appendix 2. However, since these 13 items 
also include many items that were asked separately for each child in the parent question-
naire, the number of items actually asked varies greatly.
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were not collected through an experimental design.7 Therefore, possible con-
founding variables are included in the analyses: Whether an item is answered 
in a mother tongue or not can be influenced by the country of origin (e.g., the 
national language of the country of origin is not offered as the language of the 
survey), by the length of stay in Germany (e.g., longer stay in Germany improves 
German language skills and thus the probability that items are answered in Ger-
man), by education (e.g., higher education usually means better non-native lan-
guage skills and thus higher chances to answer items in a non-native language) 
and age (e.g., cohort effect: today, non-native languages are taught more often at 
school, so that young people are more likely to be able to answer items in a non-
native language). All these variables could also affect the dependent variable of 
the respective hypothesis in different ways.8

Additionally, a translation issues may result in respondents preferring to 
answer items in a language other than their mother tongue. Although all items 
for which translation problems were identified (when using them in later waves) 
were excluded from the analyses, regional discrepancies in item comprehen-
sion may persist, particularly in Arabic and Kurmanji (Gentile et al., 2019). Fur-
thermore, it is also possible that the language was changed for one of the items 
identified as having been translated inaccurately and that the language was not 
changed back for the next items (which are included in the analyses). Addition-
ally, unidentified translation issues can increase the cognitive load and make 
the understanding of an item more difficult. Therefore, the translation is addi-
tionally included as a control variable in Hypotheses 1 and 2, which are based on 
cognitive load and item understanding.

In Hypothesis 1, the length of an item, as measured by the number of char-
acters, may affect respondents’ preference to read longer texts in their native 
language. At the same time, it can be assumed that the length of a text also influ-
ences the time taken to answer an item. Therefore, this variable is also included 
in Hypothesis 1 as a control variable. When examining all possible screens that 
could be displayed in the CASI questionnaire, a quantitative analysis reveals that 
the average character lengths of the question in its original German version is 

7	 Obviously, languages were not randomly assigned. However, it can be assumed that the 
selection of language depends less on the characteristics of the respondents and more on 
the individual interview situation. An analysis of language changes within the analyzed 
CASI and across the follow-up interviews (that were not completely self-administered) 
shows, for example, that the selected language remained constant for less than 25% of the 
parents analyzed here. Examples of these situational factors are the availability of inter-
viewers in the respondent’s mother tongue or comprehension problems due to translation 
issues. 

8	 Furthermore, the proficiency in different languages may also influence the language in 
which an individual prefers to respond, as well as linguistic comprehension and the cog-
nitive load associated with language processing. Thus, language competence may be an 
additional confounding variable. Unfortunately, this variable is not included in the ReGES 
study for all languages, which must be considered when interpreting the results.
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239. The mean length of the texts of the questions in English was slightly shorter 
(223 characters) and considerably longer in Arabic with 312 characters.

Except for the two last-mentioned variables, all other control variables are 
characteristics of the respondents and not of the item, which are the actual units 
of analysis. Thus, the items are nested in a two-level structure by respondents, 
and standard errors clustered by respondents are estimated in the regression 
analyses. Furthermore, since the proportion of men and women in the sample is 
clearly biased9, gender is also included as a control variable to avoid sample bias.

Empirical Results
As discussed in the previous section, different regression models are used in 
Table 2 for the multivariate analyses. In Table 2, Model 1.1, using a linear regres-
sion model (OLS model, robust standard errors clustered 1,490 respondents), the 
significant coefficient shows that items answered in a mother tongue took an 
average of 1.17 seconds longer. A possible explanation for this could be that, on 
the one hand, Arabic was the native language in 90.99% of the items that were 
answered in Arabic. Arabic items have more characters on average than Ger-
man or English, which more often represent non-native languages. Keeping the 
control variables constant, the highly significant coefficient shows that respon-
dents need an average of 2.44 seconds less time to answer an item in their mother 
tongue than an item in a non-native language. Therefore, the results in Model 1.2 
support H1.

In contrast, H2 cannot be confirmed based on the analyses. The coefficient of 
the binary logistic regression (average marginal effects, robust standard errors 
clustered for 1,461 respondents) in Model 2.2 is not significant after including 
the control variables, even at a significance level of 10%.

The linear regression (OLS model) in Model 3.1 in Table 2 confirms the assump-
tion of H3 and shows that items are answered more traditionally in a mother 
tongue than in a non-native language. The magnitude and significance of this 
coefficient increases when the control variables (in Model 3.2) are included so 
that H3 can be confirmed by analyzing gender roles. A separate analysis of the 
models for adolescents and parents (see Appendix 3) shows that, including the 
control variables, the effect is greater for parents with a coefficient of 1.72, while

9	 Although this imbalance corresponds to the gender distribution of the refugees in Germa-
ny (e.g., Neske & Rich, 2016; Rich, 2016), given that families are interviewed in the ReGES 
study, it can be assumed here (and the feedback from the interviewers has also shown) 
that fathers as “classical heads of household” are more likely to answer the CASI interview 
than women so that the sample seems to be slightly self-selective.
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Table 2	 Multivariate analyses

Hypothesis 1 Hypothesis 2 Hypothesis 3  
(gender roles)

Dependent 
variable

Duration  
in seconds

Accuracy  
(rounded = 1)

Gender roles,  
4 (egalitarian) to 16 

(traditional)

Model 1.1 Model 1.2 Model 2.1 Model 2.2 Model 3.1 Model 3.2

Item in mother 
tongue

	 1.17* 
	 (0.47)

	 -2.44*** 
	 (0.67)

	 -0.06* 
	 (0.02)

	 0.02 
	 (0.04)

	   0.76** 
	 (0.25)

	 0.87*** 
	 (0.25)

Controls:

Country of 
origin

✓ ✓ ✓ 

Age ✓ ✓ ✓

Length of stay 
in Germany

✓ ✓ ✓ 

Education ✓ ✓ ✓

Gender ✓ ✓ ✓

Translation ✓ ✓

Length of text ✓

Pseudo/
Adjusted R²

.000 .011 .003 .021 .007 .033 

N 168,459 168,459 2,667 2,667 1,143 1,143

Source: ReGES data, own calculations, Wave 1.
Notes: Estimates with standard errors in parentheses.
*    p < .05,
**   p < .01,
***� p < .001.

 
the effect is not significant for adolescents. One possible explanation for this is 
that gender roles are not yet as pronounced in adolescents and are therefore less 
linked to the mother tongue.

Table 3 shows that the results of the ordinal logistic regression (average mar-
ginal effects) with religiosity as the dependent variable correspond to H3. It can 
be assumed that most people tend to experience religion in their mother tongue, 
so that the level of religiosity is reported to be higher in the mother tongue than 
in a non-native language. Even when controlling for variables such as age, edu-
cation or length of stay in Germany, the significant average marginal effects 
show that, for example, the probability that a person states that he or she is very 
religious is almost 3 percentage points higher in the mother tongue than if the 
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Table 3	 Ordinal logistic regression for religiosity (average marginal effects)

Model 1 Model 2

Item only in mother tongue

Not at all religious -0.03**
(0.01)

-0.03**
(0.01)

Not very religious -0.07**
(0.02)

-0.06**
(0.02)

Quite religious 0.08**
(0.03)

0.07**
(0.03)

Very religious 0.03***
(0.01)

0.03**
(0.01)

Controls:

Age, length of stay in Germany, 
gender, education

✓ 

Adjusted R² .004 .018

N 1,377 1,377

Source: ReGES data, own calculations, Wave 1.
Notes: Estimates with standard errors in parentheses.
*    p < .05,
**   p < .01,
***� p < .001.

item was answered in a non-native language. In line with the analysis about gen-
der roles, the effect in Model 2 is also stronger for the parents and no longer sig-
nificant for the adolescents in separate analyses (see Appendix 4).

Discussion
Due to the increasing number of migrants, there are more and more people who 
have a mother tongue other than the national language. At the same time, tech-
nological innovation has made it possible for respondents in many surveys to 
choose whether to answer questions in their native language or in a non-native 
language. The present analyses based on data from the German refugee study 
ReGES have shown that there is a difference in response behavior when a ques-
tion is answered in a native language instead of a non-native language, even if 
not all hypotheses could be confirmed. The data have shown that when consid-
ering the time for answering an item, the cognitive load seems to be higher and 
the understanding of a question is more difficult when a question is presented 
and answered in a non-native language (H1). Depending on how long a survey is, 
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this effect can be clearly noticeable in the overall time and thus possibly cause 
exhaustion or reduce the respondents’ willingness to cooperate in subsequent 
follow-up surveys of a panel study.

A relationship between more precise information and language nativeness 
(H2) could not be demonstrated. However, since the first model for Hypothesis 2 
without control variables shows a significant effect, it can be assumed that both 
the willingness for higher cognitive effort and to give accurate unrounded infor-
mation and the willingness to answer an item in a non-native language that is 
difficult to understand depend strongly on the control variables included (such 
as age, gender or on the cognitive willingness or ability to perform in general, 
for which the educational level can be regarded as an indicator).

The significant coefficients in Model 2.2 and 3.2 (Table 2) show a clear correla-
tion between the language used and responses to sensitive questions. However, 
regarding causality, a few limitations of the data and the study design of the 
ReGES study must be considered here. It is possible that an individual’s religios-
ity or attitudes toward gender roles may also influence the choice of language. 
For example, more liberal respondents might be more willing to answer a sur-
vey in a non-native language. However, field experience indicates that the selec-
tion of language is more dependent on the interview situation. For instance, 
an analysis of the language used by parents within the CASI of the first survey 
wave combined with the starting language used in the follow-up interviews that 
were not fully self-administered reveals—without considering language changes 
within the interviews of the follow-up waves—that the language used remained 
consistent for less than 25% of the parents.10 Furthermore, the fact that respon-
dents have no rational reasons for voluntarily conducting the interview in a 
non-native language instead of their native language (according to the assump-
tions of RCT and cognitive load theory) strengthens the hypothesis that exter-
nal, situational factors and peculiarities of the ReGES study are responsible for 
the fact that respondents did not complete the survey in their mother tongue, 
although this was offered in almost all cases. The data showed—similar to other 
studies (e.g., Kinnunen et al., 2015)—that even if the mother tongue is offered, 
the mother tongue is not automatically chosen. An investigation of these factors 
would provide more evidence (and would also help to evaluate whether the costs 
and efforts for a multilingual survey are truly worth it). In order to conduct a 

10	 It is clear that the refugees’ German language abilities will continue to develop over time, 
allowing for an increasing number of respondents to be interviewed in German in subse-
quent survey waves. However, if the language selected is dependent on the characteristics 
of the respondents (e.g., religiosity), it can be reasonably assumed that the language used 
by the respondents will remain stable throughout the interview and across survey waves. 
This indicates that situational factors (e.g., availability of native speaker interviewers, 
comprehension issues, etc.) may be more influential than respondents’ self-selection in 
determining language choice.
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more detailed analysis of the effects of the language used, future survey experi-
ments can be used to confirm and understand the aforementioned effects.

Furthermore, the individual relational explanatory power of the language 
match between the respondent’s mother tongue and the language used with a 
goodness of fit R² of less than .05 in each analysis is quite low in all the models 
presented, so it can be assumed that there are many more aspects that contribute 
to explaining different response behavior. For example, cultural considerations 
as well as linguistic characteristics of a language (such as the possible influence 
of grammatical gender (e.g., Boroditsky et al., 2003; Garnham et al., 2016)) could 
also help to explain language-dependent response behaviors. Regarding linguis-
tic aspects, another point that would be relevant for further research would be 
whether and to what extent dialects also cause a difference in the response to 
items. According to language-dependent memory theory, this should have an 
influence, which would be relevant for the language focused on in this paper, 
Arabic. Indeed, it can be assumed that not all respondents who stated that Ara-
bic is their mother tongue actually learned the Modern Standard Arabic used in 
the questionnaire as their mother tongue but rather an Arabic dialect.

Conclusion
The results of the influence of language show that language is relevant to 
response behavior and needs to be taken into account from a survey method-
ological point of view. This not only means that more research is to be done on 
this topic but also that the complexity of non-native-language surveys requires 
more attention in the practical implementation of surveys.

Even though one hypothesis could not be confirmed, and thus only a few 
practice-relevant statements on the effect of the language used in surveys can 
be made, the present paper shows that it can make a difference whether an item 
was answered in a mother tongue or in a non-native language. Therefore, the 
language used as a possible factor in response behavior should not be neglected, 
especially since an increasing number of surveys are offered in multiple lan-
guages.

Both the empirical results and the theoretical considerations suggest that it 
makes sense to offer surveys for respondents in their mother tongue. It enables 
people to participate who otherwise would not have been able to due to language 
barriers (e.g., Feskens et al., 2006; Jacobsen, 2018). Especially in surveys where, 
according to rational choice theory, there are hardly any incentives to take part, 
offering their mother tongue enables the respondents to participate with less 
cognitive load, which might positively influence the motivation and thus the data 
quality. Furthermore, offering surveys in more mother tongues might—which 
should be investigated additionally (Watson & Wooden, 2009, p. 165)—influence 
the general willingness to cooperate by showing respect for the respondent.
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Data
Refugees in the German Educational System (2021). Raw data. Leibniz Institute 
for Educational Trajectories. Scientific-Use-File available via https://doi:10.5157/
ReGES:RC1:SUF:1.0.0 and https://doi.org/10.5157/ReGES:RC2:SUF:1.0.0

(Note: the data on which language was used for which item is currently not 
published for reasons of data protection. Therefore, the raw data was used. In 
the raw data there is one variable of which the recoding is also explained in the 
do-files.)
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Appendix

Appendix 1	 Characteristics of control variables on the level of respondents

M/Freq. SD Min. Max.

Country of origin

Afghanistan 	 6.38 %

Iraq 8.69 %

Iran 1.82 %

Syria 77.05 %

Other 6.06 %

Age 27.84 13.90 14 75

Length of stay in Germany 28.81 9.20 3 53

Gender

Male 62.47 %

Female 37.53 %

Education

ISCED 0: Preprimary education 4.74 %

ISCED 1: Primary Education 20.48 %

ISCED 2: Lower secondary education 11.26 %

ISCED 3: Upper secondary education 17.05 %

ISCED 4: Postsecondary nontertiary 
education 4.24 %

ISCED 5: Short-cycle tertiary education 6.65 %

ISCED 6: Bachelor or equivalent 7.77 %

ISCED 7: Master of equivalent 8.10 %

ISCED 8: Doctoral or equivalent 0.16 %

Missing values 19.57 %

Source: ReGES data, own calculations, Wave 1, n = 1,865 respondents.
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Appendix 2	 Items used for measuring accuracy

Name Question

p3100000 The following questions are about your living situation in Germany now. 
In how many different accommodation facilities have you lived since 
your arrival in Germany? Please list all stations from the preliminary 
reception center to your current accommodation.

p3241140 On average, how many hours does your child spend at the childcare 
facility per week?

p6242120 How many hours of German language classes does your child attend at 
preschool per week?

p6242140 How many hours of German language classes does your child attend 
outside of his or her preschool per week?

p3140000 The following questions are about your child’s living situation in Ger-
many. In how many different accommodation facilities has your child 
lived since his or her arrival in Germany? Please list all stations from the 
preliminary reception center to your current accommodation.

p6242220 How many hours of German language classes does your child attend per 
week?

p3241180 On average, how many hours per week does your child spend with a 
childminder or nanny?

p6242410 On a normal weekday, how many hours does your child spend in 
situations where he or she hears or speaks German?

p3241250 On average, how many hours did your child spend at the childcare 
facility per week?

p3241300 On average, how many hours per week did your child spend with a 
childminder or nanny?

t6242220 For how many hours a week do you take German classes for refugees 
and migrants at school?

t6242240 For how many hours a week do you take German classes for refugees 
and migrants outside of school?

t6242420 On a normal weekday, how many hours do you spend in situations where 
you hear, speak, read or write German?

Source: ReGES, parents- and adolescent questionnaires, Wave 1.
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Appendix 3	 Multivariate analyses, separately for adolescents and parents

Hypothesis 1 Hypothesis 2 Hypothesis 3  
(gender roles)

Dependent 
variable

Duration  
in seconds

Accuracy  
(rounded = 1)

Gender roles,  
4 (egalitarian) to 16 

(traditional)

Model 1.1 Model 1.2 Model 2.1 Model 2.2 Model 3.1 Model 3.2

Parents Adolescents Parents Adolescents Parents Adolescents

Item in mother 
tongue

-2.28**
(0.80)

-2.87*
(1.20)

0.90
(0.24)

2.12
(1.06)

1.72***
(0.32)

     -0,56***
(0.41)

Controls:

Country of 
origin

✓ ✓ ✓ ✓ ✓ ✓ 

Age ✓ ✓ ✓ ✓ ✓ ✓

Length of stay 
in Germany

✓ ✓ ✓ ✓ ✓ ✓ 

Education ✓ ✓ ✓ ✓ ✓ ✓

Gender ✓ ✓ ✓ ✓ ✓ ✓

Translation ✓ ✓ ✓ ✓

Length of text ✓ ✓

Pseudo/ 
Adjusted R²

.015 .008 .034 .036 .052 .037

N 99,069 69,390 1,903 764 729 414

Source: ReGES data, own calculations, Wave 1.
Notes: Estimates with standard errors in parentheses.
*    p < .05,
**   p < .01,
***� p < .001.
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Appendix 4	� Ordinal logistic regression for religiosity (average marginal 
effects, Model 2), separately for adolescents and parents

Parents Adolescents

Item only in mother tongue

Not at all religious -0.05**
(0.02)

0.00
(0.02)

Not very religious -0.11***
(0.03)

0.00
(0.03)

Quite religious 0.12**
(0.04)

0.00
(0.03)

Very religious 0.04***
(0.01)

0.00
(0.02)

Controls:

Age, length of stay in Germany, 
gender, education

✓ ✓

Adjusted R² .025 .023

N 848 529

Source: ReGES data, own calculations, Wave 1.
Notes: Estimates with standard errors in parentheses.
*    p < .05,
**   p < .01,
***� p < .001.
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Abstract
Researchers are increasingly using social media platforms for survey recruitment. 
However, empirical evidence remains sparse on how the content and design charac-
teristics of advertisements used for recruitment affect response quality in surveys. 
Building on leverage-salience and self-determination theory, we assess the effects of 
advertisement design on response quality. We argue that different advertisement de-
signs may resonate with specific social groups who vary in their commitment to the sur-
vey, resulting in differences in the observed response quality. We use data from a study 
conducted via ads placed on Facebook in Germany and the United States in June 2023. 
The survey, focusing on attitudes toward climate change and immigration, featured 
images with varying thematic associations with the topics (strong, loose, neutral). The 
sample consisted of 4,170 respondents in Germany and 5,469 respondents in the United 
States. We compare several data quality indicators, including break-off rate, completion 
time, non-differentiation, item non-response, passing an attention check question, and 
follow-up availability, across different advertisement features. Regression analyses in-
dicate differences in response quality across advertisement designs, with a strong the-
matic design generally being associated with poorer response quality. Strongly themed 
ad designs are generally associated with higher attrition, non-differentiation, and item 
non-response, and with a lower probability of passing an attention check and provid-
ing an e-mail address for future survey inquiries. Our study advances the literature by 
highlighting the substantial impact of advertisement design on survey data quality, and 
emphasizing the importance of tailored decision-making in recruitment design for so-
cial media-based survey research. 

Keywords:	 social media recruitment, advertisement design, online survey, survey topic 
interest, response quality, survey invitation design
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The use of social media for (online) survey recruitment has grown over the 
past decade, with the majority of researchers using Facebook by Meta Inc. as 
a recruitment tool (Zindel, 2023). Although initially designed for business pur-
poses, research has demonstrated that Meta’s advertisement manager is effec-
tive for recruiting online survey participants (Grow et al., 2022; Iannelli et al., 
2020; Kühne & Zindel, 2020; Pötzschke & Braun, 2017). Similar to companies that 
use advertisements to promote their services and products, researchers can 
use advertisements—an image or a video with some text and a link—to recruit 
respondents. Thus, ads on social media represent a form of digital survey invi-
tation that, unlike email or postal invitations, centers around images or videos 
to draw users’ attention on multi-media platforms. At the same time, concerns 
about data quality remain, particularly regarding representation (e.g., self-
selection biases and non-representativeness) and measurement error (e.g., sat-
isficing behavior due to the lack of interviewer presence; De Man et al., 2021; 
Heerwegh & Loosveldt, 2008). 

Previous studies examining the design effects of ad-based survey invitations 
in social media have largely focused on response and break-off rates (e.g., Choi 
et al., 2017, Stern et al., 2022). However, there is almost no empirical evidence on 
how advertisement properties affect the response quality in Facebook-recruited 
surveys beyond participation. This is somewhat surprising given the vast litera-
ture on the design effects (of invitations) on response quality for mail or web 
surveys (e.g., Haer & Meidert, 2013; Kaplowitz et al., 2012; Keusch, 2013; Mavle-
tova et al., 2014).

Data quality assessments in the social sciences remain fragmented, and there 
is a need for systematic frameworks to assess different dimensions of data qual-
ity (Birkenmaier et al. 2024). This paper aims to contribute to the broader dis-
cussion of data quality by focusing specifically on the intrinsic requirements 
of social media-recruited survey data, particularly the risk of measurement 
error. We designed a study that varied images in advertisements used for survey 
recruitment on Facebook in Germany and the United States in 2023. In addition 
to a “neutral” set of images, we tested images with varying degrees of associa-
tion with two survey topics: immigration and climate change. In the analyses, 
we estimated the effects of these topics and ad image properties on several data 
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quality indicators, including survey break-off rate, speeding behavior, non-dif-
ferentiation, item non-response, attentiveness, and willingness to participate in 
future surveys. Our approach contributes to the current state of research by a) 
implementing a study design that deliberately varies ad image properties across 
survey topics, b) focusing on the general online population in two countries 
(Germany and the United States), rather than on specific sub-populations, and 
c) testing a large set of data quality indicators. Thus, this paper is the first com-
prehensive study of the effects of advertisement design on response quality in 
surveys recruited via social media.

Background and State of Research
The use of social media—mostly Facebook—for (online) survey recruitment 
has steadily increased over the past decade (Zindel, 2023). While this method 
extends the reach of surveys, the methodological implications and the poten-
tial biases of social media recruitment are not fully understood (Lehdonvirta et 
al., 2021). Known biases include skewed sample compositions that favor certain 
populations, which can affect the reliability and validity of the resulting data 
(Neundorf & Öztürk, 2023). However, beyond the sample composition, the qual-
ity of the responses provided also has an impact on study outcomes. 

Figure 1	� Advertisement used to recruit respondents via Facebook in the 
United States. Desktop view. 
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Visual advertisement design is crucial for social media recruitment (Kühne 
& Zindel, 2020; Neundorf & Öztürk, 2022). Advertisements on these platforms 
often rely on visual elements, such as images (rarely videos), which typically 
make up the majority of an ad’s display (see Figure 1). Because the number of 
texts is limited to just a few lines, the visual components often capture the ini-
tial attention of potential survey respondents and establish an initial point of 
engagement. In the case of image-centric ads—the most common approach in 
social media recruitment—a key decision regarding about what to display in an 
image (or multiple images) needs to be made by the researcher. Naturally, the 
question arises of whether the survey topic is supposed to be reflected in the 
images, and if so, to what extent. Alternatively, researchers have used neutral 
images that reflect surveys or public opinion more generally (e.g., by displaying 
a question mark or speech bubbles).

Existing survey methodological theories and frameworks point to several 
potential mechanisms through which advertisement design—here: the extent to 
which a survey topic is displayed in an image—can affect response quality.

The impact of survey recruitment materials—such as the design of a social 
media ad—on respondents’ participation decision and commitment levels can 
be conceptualized based on the leverage-salience theory (Groves, 1992). Lever-
age refers to the importance of a feature of an advertisement, such as the image 
or the topic presented to a potential respondent. Salience, on the other hand, 
refers to how noticeable or prominent that feature is during the survey invita-
tion process. Images, being the most prominent part of an ad, generally have 
a high degree of salience. In this context, a user’s likelihood of participating in 
the survey is influenced by the perceived benefits of participation, and by how 
salient those benefits are made in the ad. Whether a feature of an ad is perceived 
as beneficial varies by individual characteristics, since people may perceive the 
same factors as more or less beneficial. Some images may resonate more with 
specific social groups, such as men, people with lower levels of education or spe-
cific political interests (Neundorf & Öztürk, 2022). Since different social groups 
are expected to show varying levels of interest in the ad, a given ad may appeal 
to potential respondents differently depending on their cognitive abilities, and 
their willingness to conscientiously participate in an online survey (Zillmann 
et al., 2014). Therefore, we argue that different ad designs may not only result in 
different sample compositions (e.g., in terms of socio-demographics), but also in 
different response behaviors, and, consequently, in varying levels of data qual-
ity.

Beyond socio-demographics and cognitive skills, different ad images can 
influence the sample composition and data quality with respect to individual 
motivation. Self-determination theory (Wenemark et al., 2011) not only concep-
tualizes the decision to participate in a survey, but also distinguishes different 
levels of commitment to the survey. Self-determination theory distinguishes 
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between autonomous extrinsic motivation, which suggests that participants 
are motivated by contributing to societal knowledge, and intrinsic motivation, 
which implies that participants find the task itself such as the survey activity 
enjoyable. Higher commitment, which is associated with the desire to perform 
the task well, is generally associated with higher response quality (Wenemark 
et al., 2011). Because levels and types of commitment have been associated with 
response quality, ad images are expected to affect the responses’ quality by 
appealing to different motivational types through varying ad content. For exam-
ple, ad images that clearly reveal that the survey topic is on a highly discussed 
issue, such as climate change, may systematically attract individuals with auton-
omous extrinsic motivation, who are motivated to contribute to climate change 
research. In contrast, neutral images may be more likely to attract intrinsically 
motivated individuals who enjoy the task of responding to surveys in general, 
regardless of the specific topic. In summary, leverage-salience theory and self-
determination theory suggest that the characteristics and the content of ad 
images may not only affect the sample characteristics in terms of socio-demo-
graphics, but also systematically affect respondents’ commitment, motivation, 
and conscientiousness in completing an online survey. Therefore, the design of 
ad images is expected to impact response quality.

Previous research on online surveys has shown that interest in the survey 
topic and the perceived burden of participation influence response quality, with 
greater interest in the topic being associated with higher response quality (Gale-
sic, 2006). Conversely, an increasing desire to abandon the survey due to the 
response burden is reflected in decreased quality, which is particularly evident 
just before respondents drop out through increased item non-response (Galesic, 
2006). This behavior, which is also referred to as “satisficing” or “short-cutting,” 
refers to the tendency of respondents to choose easier response strategies to min-
imize their effort and individual survey burden, which may compromise data 
quality (Krosnick, 1999). Satisficing can include behaviors such as choosing no 
response (i.e., item non-response), repeating the same answers across various 
questions (i.e., non-differentiation or “straightlining”), and consistently agree-
ing with survey items (i.e., acquiescence or “yes-saying”). Research suggests that 
satisficing behavior is particularly likely to occur when the task difficulty is high 
and the respondent motivation is low (Holbrook et al., 2003; Kaminska et al., 
2010; Roberts et al., 2019).

Despite the prevalence of social media recruitment, our understanding of 
how advertisement design influences response quality remains limited. Choi et 
al. (2017) found that the choice of image and wording had an impact on men’s 
engagement levels and time spent on a mental health survey. Similarly, Stern 
et al. (2022) found that among young men from sexual minorities in the United 
States, advertisements with images resulted in fewer non-substantive survey 
responses than ads that used video as visual element, although the response 
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rates were comparable. Neundorf and Öztürk (2022) examined the effects of 
incentive-based versus thematic advertisements in Turkey. They found that the 
differences in attentiveness (passing an attention check question by checking 
the option “Do not know”) disappeared when controlling for demographic char-
acteristics. However, while the respondents recruited through incentive-based 
advertisements were more likely to answer to open-ended questions, they left 
shorter responses than the participants recruited through the thematic adver-
tisements. Finally, the participants recruited through incentive-based adver-
tisements were more likely to participate in a follow-up survey when contacted 
again (Neundorf & Öztürk, 2022). Donzowa et al., (2023) showed that during the 
early stages of the COVID-19 pandemic, more explicit survey topic display was 
associated with higher numbers of link clicks and higher completion rates. 
These results suggest that while there are economic advantages to making sur-
vey topics more explicit, the impact on response quality remains uncertain.

The theories outlined above describe the pathway through which ad design 
affects response quality. However, the direction of this effect is still unknown. 
Following the leverage-salience theory, one could argue that “thematic” adver-
tisements with a more explicit topic presentation tend to recruit more themati-
cally motivated respondents with a strong commitment to the survey topic, 
resulting in higher response quality. On the other hand, according to self-deter-
mination theory, “neutral” advertisements that make no reference to a specific 
survey topic may recruit respondents who are more intrinsically motivated to 
respond to surveys in general, resulting in consistently higher response qual-
ity. Existing research has reported inconsistent findings regarding the direction 
and the magnitude of this effect. Our study aims to contribute to the current 
state of research by implementing a design that allows us to examine the effects 
of ad design properties on response quality in a general online population sur-
vey setting in two countries.

Data & Methods
The following chapter presents the study design used in this project. We also 
present the indicators used to measure response quality and explain how they 
are defined.

Study Design

We use data from a survey conducted via Facebook in both Germany (June 25, 
2023, to July 2, 2023) and the United States (June 25, 2023, to July 3, 2023). The 
survey focused on the subjects of climate change and immigration—two topics 
that are the subject of intense media and public debate in both countries. The 
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advertisement campaign used a variety of images with different thematic asso-
ciations, as shown in Appendix Figure A1. Fifteen images were used in each 
country. Thirteen images were the same for both countries, and two images 
were adapted for each country. For an image showing a flag, an image of the 
European flag was used in Germany, and an image of the US flag was used in 
the United States. In the second case, one of the neutral images, images with 
text in the local language of each country were used (“Your opinion matters” 
in the United States and “Ihre Meinung ist uns wichtig” in Germany). Images 
were selected through a multi-step selection process. First, a broad set of images 
was retrieved from stock image websites (AdobeStock (https://stock.adobe.com) 
and iStock (https://www.istockphoto.com)), which the research team narrowed 
down to 73 images (43 for climate change and 30 for immigration). In a second 
step, these images were evaluated for their association with the survey themes 
through an image selection survey among the researchers’ scientific network. 
This resulted in a set of 34 images with accompanying information about the 
association to the survey topic, that is, strong, loose, or neutral. In a third step, 
these images were used in a survey pretest based on social media recruitment 
via Facebook and then evaluated for their recruiting performance. The top three 
images for each association were selected for the final data collection. 

Technically, we implemented each image in an individual campaign on Meta’s 
advertisement management system, resulting in a total of 30 campaigns for both 
countries combined. The campaign’s objective was to drive traffic, with the 
optimization goal of “link-clicks.” Meta Pixel was not used in this study. From 
a research ethics perspective, the use of Meta Pixel may be viewed critically 
as it provides Meta with information about respondent behavior outside of the 
Facebook platform to optimize survey completion. The remaining advertising 
options, such as platform placement (Facebook Newsfeed) or sender of the study, 
were kept consistent across all ads to ensure that all campaigns had an equal 
chance to capture the attention of social media users and could be effectively 
compared. Advertisements ran exclusively on Facebook and did not include 
Instagram. Only demographic targeting tools were used. Geographic targeting 
included the respective countries, that is, regions of the U.S. and regions of Ger-
many. The age range for all ads was set to include users of age 18 and older. We 
tracked through which ad a user entered our survey through Meta Ad Manager’s 
built-in ability to define URL parameters.

When Facebook users were exposed to the ads, they had the option to self-
select into the survey by clicking on the ad. Upon clicking, they were redirected 
to the web survey, which was hosted on Bielefeld University server and imple-
mented using the LimeSurvey software. The web survey was optimized for 
mobile devices to ensure functionality and proper design across a wide range 
of computer and mobile device hardware and software. Prior to beginning the 
survey, participants were informed of the estimated length of the survey and 

https://stock.adobe.com
https://www.istockphoto.com
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asked for their consent. The survey included questions about the participants’ 
general political interests, as well as their views on immigration and climate 
change. Respondents were randomly assigned to begin with questions related to 
either immigration or climate change, irrespective of the ad image they initially 
encountered.

In addition to the social media recruitment efforts, the survey was replicated 
using a commercial panel company to allow for comparisons with other online 
survey populations. However, this comparison should be interpreted with cau-
tion, as the terms of participation for this survey differed from those for our 
social media sample, particularly in terms of compensation, as online panel 
respondents may be incentivized to participate. For more details on the online 
access panel data, see Section A2 in the appendix.

Response Quality Measures

We rely on several data quality indicators that are regularly used in the literature 
(i.e., survey break-off rate, speeding, non-differentiation, item non-response, 
passing an attention check question, and willingness to participate in future 
surveys). As a predictor of potential differences in these quality indicators, we 
use the advertisement design through which the respondent entered the survey.

Survey break-off rate is an important measure of data quality, because it indi-
cates the respondents’ overall motivation to respond to the whole questionnaire 
(Tangmanee & Niruttinanon, 2019). Previous research has shown how this rate 
can be influenced by survey design features, such as including a progress bar or 
announcing the survey length (Liu et al., 2016). We calculate the break-off rate 
as the ratio of the number of surveys started—defined as respondents proceed-
ing past the welcome page, thereby agreeing to participate and consenting to the 
processing of personal data—to the total number of surveys. This is calculated 
separately for each advertisement design. In the regression analysis, P refers to 
the probability of having started but not completed the survey, as opposed to 
having completed the survey.

Next, we define the outcome of speeding. Providing answers quickly usually 
indicates that a respondent wants to finish the survey without giving enough 
thought to the questions to provide accurate answers (Zhang & Conrad, 2014). 
However, the interpretation of a short response time is not straightforward, as 
it could also indicate that the respondents have stable and crystallized opinions 
about certain topics, or that the survey design is efficient (Zhang & Conrad, 2014). 
Nevertheless, survey completion time is a commonly used data quality indicator 
that reflects possible general problems with the survey itself or the motivation 
of (some) respondents to answer the questions thoroughly. The survey comple-
tion times presented here are calculated based only on completed interviews—
that is, surveys that reached the final page of the web survey, regardless of item 
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non-response. In the multivariate analysis, we transform the completion time 
into a binary variable, defining speeding as having a completion time in the fast-
est 10% of the sample distribution. This means that the completion time is less 
than 9.94 minutes for Germany and less than 10.60 minutes for the United States. 
P refers to the probability of speeding.

We analyze non-differentiation in the context of satisficing behavior. This 
behavior may result from a lack of motivation or response-ability (Gao et al., 
2016; Roberts et al., 2019). We use a battery of eight items that measure attitudes 
toward immigration and estimate the number of inconsistent responses. The 
response scale ranged from fully agree to fully disagree on a five-point scale 
and included an option for no opinion, which was excluded from this analysis. 
For the immigration items, half of the statements were framed with positive atti-
tudes toward immigration, and the other half were framed with negative atti-
tudes toward immigration (see Appendix Table A3). We assume that an attentive 
respondent would tend to agree with half of the items and tend to disagree with 
the other half. In order to assess the consistency of response behavior, the rating 
scales of the items were re-coded to point in the same direction. In the follow-
ing steps, the mean value was calculated for the group of positively and nega-
tively framed statements. Next, the absolute difference between these means 
was calculated. If the responding behavior was consistent, the difference should 
be close to zero, while higher values should indicate inconsistent responding 
behavior. When respondents reached the maximum value of four, this means 
that they fully agreed with one framing and also fully agreed with items with 
the contradictory framing, indicating inconsistent response behavior. For the 
regression analysis, we categorize this outcome into two categories: low non-
differentiation (0) is assigned for values below the median value of 0.5; while 
high non-differentiation (1) is assigned to all values above the threshold of the 
median value of 0.5. P refers to the probability of high non-differentiation.

Item non-response means that participants started to answer the question-
naire, but did not answer certain questions where a response would have been 
expected (Cehovin et al., 2023). Respondents may choose not to answer a partic-
ular question for many reasons. These include not knowing or remembering the 
answer, privacy concerns, or a lack of motivation. In this regard, research has 
shown that adding motivational statements after a question is left unanswered 
reduces item non-response in self-administered surveys (Al Baghal & Lynn, 
2015). In our study, item non-response is defined as seeing a survey question but 
not responding to it. There were no compulsory questions in the survey. Provid-
ing non-substantive answers (e.g., “prefer not to say” or “other”) does not count 
as non-response. Respondents who did not start the survey are excluded. The 
percentage of non-response to the survey questions was calculated as the per-
centage of missing responses (i.e., a question that was seen but not answered) 
divided by the number of expected responses, which is the sum of the number of 
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times a valid response was recorded and the number of times the question was 
seen and no response was recorded.

For the regression analysis, we categorize item non-response into two catego-
ries: zero for no item non-response and one if respondents did not respond to at 
least one item. P refers to the probability of item non-response.

Next, we consider attentiveness, which is measured by an attention check ques-
tion in the form of an instructed response item (IRI) developed by Gummer et 
al., (2018). These items are included as part of a grid of questions in which one 
item asks respondents to select a particular response category. This assesses 
whether respondents have read the text of the particular item. Failure to pro-
vide the required response indicates inattention due to insufficient reading or 
understanding of the particular item (Gummer et al., 2018). In our survey, the 
IRI was administered in a list of six statements about politics and society (see 
Appendix Table A5 for the question text). Respondents were asked to indicate 
their opinion regarding these statements on a five-point scale, ranging from 
“strongly agree” to “strongly disagree.” Item four of the six was not a political 
statement, but instructed respondents to choose a specific value on the response 
scale (“Please click ‘rather disagree’.”). From this, we construct our measure of 
attention by defining the attention check as “passed” (1) if the required category 
was selected, and as “failed” (0) if any other category was selected. Item non-
response to this question was excluded before defining these categories. From 
this, we calculate the percentage of respondents who passed the attention check 
for each ad design. For the regression analysis, P refers to the probability of 
passing the attention check.

At the end of the survey, respondents were asked if they would like to provide 
their e-mail address so they could be contacted for future surveys. Loosveldt 
and Storms (2008) show that the willingness to participate in future surveys is influ-
enced by the respondent’s overall opinion of surveys. Willingness to participate 
in the future is increased when respondents perceive surveys as a useful tool for 
sharing their opinions. On the other hand, the likelihood of future participa-
tion is reduced when respondents perceive the investment of time and cognitive 
effort required as too high, or when there are concerns about data privacy (Loos-
veldt & Storms, 2008). Willingness to participate in future surveys is measured 
by the percentage of respondents who provided an e-mail address. This is calcu-
lated as the number of e-mail entries divided by the total; that is, the sum of the 
entries and the empty entries (i.e., the sum of respondents who saw the question 
and did not enter an e-mail in the open text field.). For the regression analysis, 
the binary outcome of providing an e-mail address (1) or not providing an e-mail 
address (0) is used. P refers to the probability of providing an e-mail address.
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Regression Analysis

We use logistic regression to estimate the effects of advertisement design on 
each binary data quality outcome:

 

The independent variables in the models above correspond to the following cat-
egories:

	‒ Advertisement design refers to the ad image through which a Facebook user 
reached our survey. These are: "immigration-strong" (imm-strong), "immigra-
tion-loose" (imm-loose), "climate-strong" (clim-strong), "climate-loose" (clim-
loose), and the "neutral" design. We use the "neutral" design as the reference.” 

	‒ Sex refers to the respondents’ self-reported sex (i.e., male, female). We use 
“female” as the reference.

	‒ Age represents the respondents’ age, grouped into four age categories (i.e., 
18–39, 40–59, 60–64, 65+). We use the “18-39” age group as the reference.

	‒ Income refers to the monthly household income, with the categories “low” 
(≤ 25th percentile), “medium” (> 25th percentile and ≤ 50th percentile), “high” 
(> 50th percentile), and “missing.” We use “high” as the reference.

	‒ Device refers to the device that the respondents used to fill out the survey. 
It consists of the categories “mobile” (Android Smartphone/Tablet and iPad/
iPhone) and “desktop.” We use “desktop” as the reference.

For the regression analysis, the missing values for gender and age were removed. 
Full case analysis is considered more valid than using an imputation technique 
that would estimate socio-demographic information such as age and sex based 
on limited information in the survey. The analysis was conducted using R ver-
sion 4.3.2. A complete list of the R packages used in the analysis can be found in 
the Appendix Section A4.

Results 
Recruitment Results and Response Quality

In terms of campaign performance, in Germany, the design strongly related 
to immigration received the most link clicks (1,646) and the neutral design 
received the fewest clicks (859). In the United States, the design loosely related to 
climate change received the most clicks (2,778) and the neutral design received 
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the fewest clicks (1,273) (see Appendix Table A1). Using the impression and reach 
performance metrics provided by Meta (see Appendix Table A1), we calculate 
an indicator of the average number of times each ad was shown to a user. This 
shows that, on average, a user had a chance to see our ads between 1.3 to 1.4 
times. Since we cannot assume that each user consciously saw the ads for each 
impression, this measure can be interpreted as an upper bound estimate and the 
vast majority of respondents most likely saw only one specific ad. In Germany 
about 890 euros were spent, with a cost per click of between 0.11 and 0.21 euros. 
Recruitment costs were higher in the United States, with 3,457 euros spent and a 
cost per click ranging from 0.25 to 0.55 euros.

Initially, 6,827 respondents in Germany and 12,596 in the United States 
reached our survey website. We had to exclude those cases with no information 
in the predictor variable of advertisement design (this removes 159 cases for 
Germany and 190 cases for the United States). The Facebook sample consisted of 
6,668 respondents for Germany and 12,406 for the United States, including both 
started and not started surveys. In Germany, 4,170 respondents started the sur-
vey and 2,495 completed it. In the United States, 5,469 respondents started the 
survey and 2,520 completed it (see Appendix Table A2).

Among the respondents who started surveys in Germany, 31% were recruited 
through a design strongly related to immigration, while the smallest share (14%) 
were recruited through a design loosely related to climate. Among respondents 
who started surveys in the United States, 26% were recruited through the design 
strongly related to climate, while the smallest shares were recruited through the 
neutral and the design loosely related to immigration (each 16%) (see Appendix 
Table A1).

In both countries, the samples consist of about 50% men. Approximately 40% 
of all respondents are female, and 7–8% of the participants did not provide gen-
der information. On average, the participants were 74 years old in the United 
States (range: 19–96, SD = 10) and were 60 years old in Germany (range: 18–99, 
SD = 11). However, 10% of respondents in Germany and 12% of respondents in 
the United States did not report their age (see Appendix Table A4). 

Table 1 provides a descriptive overview of the quality indicators by country. 
Only started surveys are included in these results. The survey break-off rate 
is higher in the United States (54%) than in Germany (40%). On average, the 
respondents completed the survey in 16 minutes in Germany and 18 minutes in 
the United States. The rate of non-differentiation is higher in Germany (0.5) than 
in the United States (0.4). In both countries, there is about 3% item non-response 
to the survey questions. More participants passed the attention check question 
in the United States (77%) than in Germany (64%). Finally, the willingness to 
provide an e-mail address is higher in the United States (53%) than in Germany 
(42%) (see Table 1).

We also examine the changes in the quality indicators over the eight-day 
recruitment period by advertisement design. There are no systematic time 
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trends in the evolution of the quality indicators, suggesting that the algorith-
mic placement of the ads does not promote specific response quality types (see 
Appendix Figure A2).

Compared to the online panel respondents, the social media sample has a sig-
nificantly higher break-off rate. However, online panel respondents were incen-
tivized to complete the survey. Average completion time and item non-response 
rates are lower for the online panel than for the social media sample. The rate 
of passing the attention check is higher in the online panel. On the other hand, 
the rate of non-differentiation is higher in the online panel than in the social 
media sample. See Section A2 in the appendix for a description of the online 
panel sample.

Table 1	 Descriptive statistics by country showing the survey quality 
indicators: break-off rate, mean completion time, non-
differentiation, item non-response, and e-mail provision

Indicator Germany United States

Break-off rate (%) 	40.17 	 [38.69, 	41.66] 	53.92 	 [52.60, 	55.24]

Mean completion time (min) 	16.11 	 [15.78, 	16.43] 	17.93 	 [17.57, 	18.30]

Non-differentiation 	 0.51 	 [0.47, 	 0.54] 	 0.40 	 [0.37, 	 0.44]

Item non-response (%) 	 2.91 	 [2.85, 	 2.97] 	 3.19 	 [3.13, 	 3.26]

Attention check passed (%) 	63.51 	 [61.57, 	65.40] 	76.73 	 [75.02, 	78.35]

Provided e-mail address (%) 	42.30 	 [40.47, 	44.15] 	52.85 	 [50.99, 	54.70]

Notes: Values in brackets refer to the 95% confidence interval. Unweighted.

Advertisement Design Effects on Data Quality

This chapter presents the results of the binary logistic regression analysis used to 
assess the six quality indicators separately for Germany and the United States. Fig-
ure 2 shows the odds ratio estimates controlling for gender, age, income, and the 
device used to answer the survey, with the neutral design as the reference category.

We first present the results for Germany. We find a higher probability of leav-
ing the survey (OR = 1.6, 95% CI [1.03, 2.42])1 for the design classified as strongly 
related to immigration. In terms of speeding—that is, having a survey comple-
tion time in the top 10th percentile—we see that the design classified as strongly 
related to climate is associated with a lower likelihood of speeding than the neu-

1 OR = odds ratio, CI = confidence interval.
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tral ad design (OR = 0.6, 95% CI [0.41, 0.95]). The design classified as strongly 
related to immigration is associated with a lower chance of passing the attention 
check (OR = 0.6, 95% CI [0.43, 0.76]). Finally, respondents recruited by the design 
classified as having a strong topic relation (both immigration (OR = 0.5, 95% CI 
[0.39, 0.65]) and climate (OR = 0.6, 95% CI [0.45, 0.75])) are less likely to provide 
an e-mail address than respondents recruited by the neutral design. There is no 
design effect on non-differentiation and item non-response (see Figure 2).

For the United States, we see a correlation with a lower likelihood of speed-
ing (OR = 0.5, 95% CI [0.32, 0.75] for climate and OR = 0.6, 95% CI [0.38, 0.88] for 
immigration) and a higher likelihood of non-differentiation (OR = 1.5, 95% CI 
[1.16, 2.00] for climate and OR = 1.4, 95% CI [1.08, 1.87] for immigration) for the 
ads classified as having a strong topic relation compared to the neutral ads. The 
design classified as strongly related to climate is also associated with a higher 
probability of item non-response (OR = 1.4, 95% CI [1.04, 1.87]) and a lower prob-
ability of passing the attention check (OR = 0.7, 95% CI [0.47, 0.94]). The results for 
panel availability show that respondents recruited through the design classified 
as having a strong immigration relation are associated with a lower probability 
(OR = 0.7, 95% CI [0.56, 0.96]) of providing their e-mail address. The break-off 
rate and the speeding behavior are not associated with any specific ad design 
(see Figure 2). It is worth noting that the thematically loosely associated design 
does not differ significantly from the neutral design in any of the final models 
for either country.

Full stepwise regression estimates can be found in Appendix Section A3. Look-
ing at the stepwise regression estimates, we can see that for Germany, there is no 
association between ad design and non-differentiation or item non-response in 
any of the stepwise models (see Appendix Tables A13 and A15). Similarly, in the 
United States, survey break-off is not associated with any particular ad design in 
the separate model steps (see Appendix Table A10). In some cases, initial design 
effects can be explained by the sample composition. The lower chance of speed-
ing for the designs classified as having a loose topic relation is explained by the 
age of the respondents (climate) and the device used to fill out the survey (immi-
gration) (see Appendix Table A12). Participation through the design classified as 
strongly related to immigration is associated with a lower chance of passing the 
attention check question, this association is explained by the gender of the par-
ticipants (see Appendix Table A18). For the design classified as loosely related to 
climate change, the correlation with a lower probability of panel availability is 
explained by age structure (see Appendix Table A20).

In summary, the designs classified as highly related to the survey topic are 
associated with lower response quality. In Germany, higher break-off rates, 
lower odds of speeding, passing the attention check, and panel availability are 
associated with ad designs classified as strongly related to the survey topic. In 
the United States, the designs classified as strongly topic-related are associated 
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with a lower likelihood of speeding, a higher likelihood of non-differentiation 
and item non-response, and lower rates of passing the attention check and pro-
viding an e-mail address.

Figure 2	� Stepwise binary logistic regression estimates for quality indicators, 
controlled for advertisement design, gender, age, income, and 
device for Germany and the United States. Unweighted. Odds ratios 
significantly different from one are marked in red.

Discussion
In this paper, we examined how advertisement design affects response quality 
in surveys recruited via social media. Using a study conducted via Facebook in 
Germany and the United States, we varied the design of the advertisement used 
for survey recruitment. We hypothesized that a more explicit display of the sur-
vey topic would result in systematically different response behavior compared 
to designs with fewer or no references to the survey topic. However, previous 
research was inconclusive about the direction of this effect.

We analyzed the impact of ad design on six response quality indicators: sur-
vey break-off rate, speeding, non-differentiation, item non-response, passing an 
attention check, and willingness to participate in a panel.
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Consistent with previous findings, we observed that more respondents were 
recruited through advertisements with a prominent survey topic (i.e., immigra-
tion or climate change). However, after controlling for differences in sample 
composition by gender, age, income, and device, we found that these advertise-
ments were associated with lower response quality. Specifically, ads classified 
as having a strong survey topic relation were associated with higher break-off 
rates, longer completion times, more non-differentiation, and more item non-
response, as well as with lower rates of passing attention checks and willing-
ness to participate in future surveys. We uncovered differences in ad design 
effects across countries: while ad design had no effect on break-off rates in the 
United States, it did in Germany; and while ad design had no effect on item non-
response and non-differentiation in Germany, it did in the United States. We also 
found that the ads classified as less explicit (loose association) did not differ sig-
nificantly from the neutral designs in terms of response quality after adjusting 
for sample composition. While these ads had higher reach and link clicks than 
neutral ads, they did not lead to higher start rates.

We considered two theoretical perspectives on how ad design might affect 
response quality. One perspective suggested that a more explicit display of the 
survey topic would attract highly thematically motivated respondents, thereby 
improving response quality. The other perspective posited that neutral ads 
would attract highly intrinsically motivated participants, leading to higher 
response quality. The results support the second argument, showing that neu-
tral ad designs were associated with higher response quality than ads classified 
as having strong thematic references. This suggests that higher thematic moti-
vation may lead to the recruitment of respondents with lower levels of response 
commitment, resulting in more inconsistent response behavior and lower over-
all response quality. This, in turn, supports our assumption that a more explicit 
display of the survey topic would lead to systematically different response styles 
than those expected from respondents recruited through ads with a less salient 
display of the survey topic. Finally, we want to address two emerging challenges 
for survey recruitment via social media advertisements: the rise of large lan-
guage models and AI tools. One emerging challenge for data quality in social 
media-recruited surveys is the increasing use of large language models and chat-
bots to fabricate survey responses. These tools can undermine the authenticity 
and reliability of survey data, introducing new forms of bias and error. Depend-
ing on the complexity of the models, conventional survey quality indicators may 
not be able to distinguish between fabricated and genuine survey responses 
(Höhne et al. 2024). Future studies should proactively address this issue, as it is 
critical to maintaining the integrity of web survey-based research.

The use of generative AI tools to create ad images and text in social media 
recruitment campaigns, may, on the one hand, help to streamline the creative 
process, allowing for the rapid creation of visually engaging and personalized 
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content, increasing ad reach or engagement. However, it also raises issues of 
authenticity and audience trust. For example, overly polished or artificial-look-
ing ads may increase user skepticism or reduce perceived credibility, which can 
impact survey participation rates. In addition, AI tools are trained on existing 
datasets, which can (re)introduce unintentional biases into ad images or mes-
saging, which could affect the inclusivity and representativeness of survey sam-
ples. Future research is needed to explore this systematically. For example, A/B 
testing could be used to compare AI-generated ads with traditional ads in terms 
of response rates, participant demographics, and data quality.

Conclusion
Our study shows that advertisement design significantly affects response qual-
ity in social media-recruited surveys, with effects varying across different qual-
ity indicators and countries. Ads with higher topic salience tend to attract more 
clicks at a lower cost, but they often result in poorer response quality, including 
inconsistent responses and higher non-response rates. Conversely, neutral ads 
tend to yield higher response quality, making them more suitable for general 
research purposes. The findings have important implications for researchers 
planning future survey recruitment ad campaigns using Facebook. Specifi-
cally, there appears to be a trade-off between the level of attention generated 
by ads focused on prominent issues such as immigration and climate change (as 
indicated by higher reach and link clicks) and the quality of survey responses 
obtained.

While themed ads may initially lower recruitment cost and increase sample 
size, these benefits can be offset by a higher proportion of low-quality responses. 
The variation in design effects across countries also highlights the importance 
of considering country-specific contexts when designing a recruitment cam-
paign that focuses on potentially polarizing social issues. Therefore, the specific 
objectives of the recruitment campaign should guide the choice of ad design.

However, our study also has several limitations that need to be acknowledged. 
Because we lacked a direct measure of the level of commitment evoked by the 
advertisements, we could only assume that higher topic salience correlates with 
higher thematic motivation.

The classification of images as loosely or strongly related to immigration 
or climate change is an individual and subjective interpretation and may vary 
from respondent to respondent. However, we base our image classification on 
our image selection survey, thus providing empirical support for our classifica-
tion. Additionally, by excluding cases with missing age or sex information from 
the regression analysis, we may have underestimated the impact of ad design on 
response quality by removing the lowest-quality responses. Nevertheless, our 
models were robust to the inclusion of these missing values.



Donzowa et al.: From Clicks to Quality: Assessing Advertisement Design’s Impact� 111

The generalizability of our findings is also limited by the exclusive use of 
Facebook for recruitment, which may not translate to other social media plat-
forms such as Instagram, TikTok, or LinkedIn, each having different user demo-
graphics and engagement behaviors. In addition, an inherent limitation of stud-
ies using any social media platform is the underlying advertising algorithm, 
which remains a black box to researchers and may change over time, requiring 
frequent re-evaluation of any methodological finding to ensure robust results. 
Reliance on commercial platforms for data collection carries additional risks, as 
platform policies, access, and available features used for data collection, such as 
the business advertising manager for Meta, may change or be deprecated. This 
can limit data availability and affect the reproducibility of studies, as has been 
shown previously for studies using data obtained from social media platforms 
through API access (Davidson et al., 2023; Freelon, 2018).

In addition, the study focused on two topics that are heavily discussed and 
politically charged. While such topics are often the focus of social science 
research projects, our findings are limited, and might not be generalizable to 
other prominent but less controversial topics. Additionally, the study was con-
ducted in Germany and the United States, where survey recruitment via ads is 
relatively common. It remains uncertain whether these findings will hold true 
in countries where this recruitment approach is newer, or where there is greater 
skepticism towards online ads or invitations.

Future research should address these limitations by exploring the impact 
of advertisement design across different social media platforms (such as Ins-
tagram, X, or TikTok) and a wider range of topics and contexts. By addressing 
these issues, future studies can build on our findings to further our understand-
ing and optimize the use of social media advertisements to recruit survey par-
ticipants. 

Code and data availability
The data that support the findings of this study are available for scientific pur-
poses upon request at: https://pub.uni-bielefeld.de/record/3002204 

The code that was used for the analysis can be found at: osf.io/n76vu  

Ethics approval and consent to participate
This study received ethics approval from the Ethics Council of the University of 
Bielefeld (Application Nr: 2022-209). Electronic informed consent was obtained 
from all participants who actively opted to participate in the online survey, 
enabling the collection, storage, and processing of their answers. All partici-
pants’ data were treated anonymously. Participation was voluntary.
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Appendix

A1 Descriptive Statistics and Survey Items

Figure A1	� Advertisement images used in the Facebook ads to recruit 
respondents for the survey with varying associations to the survey 
topics of immigration and climate change. None of the images used 
in our study were generated (or partially generated/altered) by AI. 



116� methods, data, analyses | Vol. 19(1), 2025, pp. 94-136

Table A1	 Campaign performance and number of started surveys in Germany 
and the United States

Advertisement Impres-
sion

Reach Unique 
link click 

Impres-
sion to 
reach 
ratio

Cost per 
unique 

link click 
(in €)

Started  
survey

Germany Count %

Immigration-strong 25,008 17,976 	 1,646 1.39 0.11 1275 30.6
Immigration-loose 23,371 18,728 	 1,116 1.25 0.16 654 15.7
Climate-strong 24,804 18,568 	 1,176 1.34 0.15 929 22.2
Climate-loose 28,067 22,088 	 1,384 1.27 0.13 578 13.9
Neutral 19,929 14,864 859 1.34 0.21 737 17.7

United States

Immigration-strong 43,191 32,160 	 2,567 1.34 0.27 1345 24.6
Immigration-loose 52,410 38,592 	 2,684 1.36 0.26 867 15.9
Climate-strong 50,128 36,759 	 2,447 1.36 0.28 1428 26.1
Climate-loose 65,716 50,608 	 2,778 1.30 0.25 954 17.4
Neutral 27,079 18,888 	 1,273 1.43 0.55 875 16.0

Table A2	 Data cleaning of the survey

Design Immi-
gration-
strong

Immi-
gration-

loose

Climate-
strong

Climate-
loose

Neutral Missing Total

Germany 

Survey landing  
page hits

1,837 1,168 1,245 1,437 981 159 	 6,827

Exclusion of cases with-
out ad information

1,837 1,168 1,245 1,437 981 0 	 6,668

Started surveys 1,275 654 926 578 737 0 	 4,170
Completed surveys 645 392 625 359 474 0 	 2,495

United States

Survey landing  
page hits

2,757 2,819 2,547 2,763 1,520 190 	 12,596

Exclusion of cases with-
out ad information

2,757 2,819 2,547 2,763 1,520 0 	 12,406

Started surveys 1,345 867 1,428 954 875 0 	 5,469
Completed surveys 559 354 716 479 412 0 	 2,520
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Table A3	 Question text measuring attitudes toward immigration in the 
survey for Germany and the United States used for calculation of 
inconsistent responses

Positive framing

1. Legal immigrants to America/Germany who are not citizens should have the same 
rights as American citizens.

2. Immigrants are generally good for America’s/Germany’s economy.
3. Legal immigrants should have equal access to public education as American citizens.
4. Immigrants improve American/German society by bringing new ideas and cultures.

Negative framing

1. American/German culture is generally undermined by immigrants.
2. Immigrants increase crime rates.
3. America/Germany should take stronger measures to exclude illegal immigrants.
4. Immigrants take jobs away from people who were born in America/Germany.

Table A4	 Gender and age composition of the survey

(a) Gender composition

Country Female Male Missing Total

Germany 1533 (41%) 1974 (52%) 271 (7%) 3778 (100%)
United States 1881 (42%) 2208 (50%) 361 (8%) 4450 (100%)

(b) Age composition

Country M age SD Minimum Maximum Missing

Germany 60 11 18 99 10%
United States 74 10 19 96 12%

Notes: Unweighted.



118� methods, data, analyses | Vol. 19(1), 2025, pp. 94-136

Table A5	 Attention check question implemented in the survey

Questionnaire text

Question text Here are some common statements on politics and society.  
Please state whether you agree or disagree.

Statements a	 Politicians care about what ordinary people think.
b	 People like me do not have any influence on the government.
c	� Politics is so complicated people like me are not able to under-

stand what is going on. 
d	 Please click “rather disagree.”
e	 Citizens lack possibilities to influence politics.
f	� In a democracy it is the duty of all citizens to vote regularly in 

elections.

Response scale 1	 strongly disagree
2	 rather disagree
3	 neither agree nor disagree
4	 rather agree
5	 strongly agree
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Figure A2	� Descriptive statistics for the response quality indicator over the 
recruitment period by advertisement design for Germany and the 
United States. Unweighted.

A2 Comparison of Quality Indicators with the Online Panel

In addition to the social media recruitment efforts, a commercial panel com-
pany was asked to recruit a representative sample in both countries using the 
same survey questions. In this baseline sample, no promotional images were 
employed, and no information regarding the survey topics was provided (thus 
corresponding to the neutral design in the social media recruitment). For the 
reference sample, we received 1,555 surveys for Germany and 1,576 surveys 
for the United States from the company that fulfilled the inclusion criteria. As 
expected from an online panel, almost everyone completed the survey, with 
only 56 respondents in Germany and 55 respondents in the United States not 
completing the survey (see Table A7).
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A3 Regression Results

Table A6	 Number of started and completed surveys from the online panel

Germany United States

Started surveys 1,555 1,576
Completed surveys 1,499 1,521

A quota sampling approach was employed that takes the respective population 
composition of Germany and the United States into account. Thus, the gender 
composition of the sample is balanced. The mean age of the sample is 50 years 
for Germany and 48 years for the United States (see Table A7). Looking at the 
quality indicators, we see a very low break-off rate of less than 4% in both coun-
tries. The average completion time is about 11 minutes in both countries. Non-
differentiation is higher in Germany, at 0.6, than in the United States, at 0.5. The 
item non-response rate is 0.3 in the United States and 0.6 in Germany. The per-
centage of respondents passing the attention check question is quite high, at 94% 
in Germany and 89% in the United States (see Table A8).

Table A7	 Gender and age composition of the online panel

(a) Gender composition

Country Female Male Total

Germany 790 (51%) 765 (49%) 1,555 (100%)
United States 793 (50%) 783 (50%) 1,576 (100%)

(b) Age composition

Country M age SD

Germany 50 17
United States 48 17

Notes: Unweighted. There are no missing values as this question was mandatory.
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Table A8	 Descriptive statistics by country for the online panel showing the 
survey quality indicators: break-off rate, mean completion time, non-
differentiation, item non-response, attention check

Germany United States

Break-off rate (%) 	 3.60 	 [2.78, 	 4.65] 	 3.49 	 [2.69, 	 4.51]
Mean completion time (min) 	 11.75 	 [11.27, 	12.23] 	 11.34 	 [10.83, 	11.84]
Non-differentiation 	 0.63 	 [0.58, 	 0.67] 	 0.46 	 [0.41, 	 0.50]
Item non-response (%) 	 0.58 	 [0.54, 	 0.63] 	 0.34 	 [0.31, 	 0.38]
Attention check passed (%) 	 94.48 	 [93.21, 	95.53] 	 88.77 	 [87.09, 	90.26]

Notes: Values in brackets refer to the 95% confidence interval. Unweighted.
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A3 Regression Results

Table A9	 Stepwise regression results for Germany, outcome: break-off

Stepwise regression results for Germany, outcome: break-off

Odds ratio estimate for binary logistic regression, Germany

Outcome: break-off (ref. completion)
(1) (2) (3) (4) (5)

Design:  
climate-strong

0.702 0.751 0.744 0.747 0.704
[0.432, 1.140] [0.459, 1.227] [0.453, 1.221] [0.454, 1.231] [0.426, 1.162]

Design:  
climate-loose

0.991 1.003 0.998 1.037 0.971
[0.589, 1.666] [0.597, 1.687] [0.592, 1.682] [0.613, 1.754] [0.573, 1.647]

Design:  
immigration-strong

1.665* 1.742** 1.747** 1.676* 1.584*
[1.101, 2.519] [1.148, 2.643] [1.149, 2.656] [1.099, 2.557] [1.036, 2.422]

Design: 
immigration-loose

1.072 1.131 1.112 1.131 1.089
[0.652, 1.761] [0.686, 1.866] [0.674, 1.836] [0.683, 1.874] [0.656, 1.807]

Sex: male 0.773† 0.786 0.877 0.911
[0.578, 1.034] [0.587, 1.052] [0.651, 1.180] [0.676, 1.228]

Age: 40–59 1.595 1.575 1.585
[0.678, 3.752] [0.666, 3.727] [0.669, 3.754]

Age: 60–64 2.007 1.875 1.873
[0.834, 4.830] [0.774, 4.539] [0.773, 4.540]

Age: 65+ 1.534 1.365 1.362
[0.645, 3.644] [0.570, 3.267] [0.568, 3.265]

Income: low 1.567* 1.617*

[1.041, 2.359] [1.073, 2.437]

Income: medium 0.936 0.939
[0.601, 1.459] [0.602, 1.463]

Income: missing 2.710** 2.766**

[1.857, 3.954] [1.894, 4.040]

Device: mobile 2.120*
[1.094, 4.109]

Constant 0.084** 0.093** 0.057** 0.041** 0.021**
[0.060, 0.118] [0.065, 0.133] [0.023, 0.140] [0.016, 0.105] [0.007, 0.064]

Observations 2,455 2,455 2,455 2,455 2,455
Log likelihood -702.957 -701.457 -699.641 -682.934 -679.937
AIC 1,415.915 1,414.914 1,417.282 1,389.868 1,385.873

Notes: AIC = Akaike information criterion. †p < .10, *p < .05, **p < .01. Unweighted. Values in 
brackets refer to the 95% confidence interval.
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Table A10	 Stepwise regression results for the United States, outcome: break-off

Stepwise regression results for the United States, outcome: break-off

Odds ratio estimate for binary logistic regression, United States

Outcome: break-off (ref. completion)
(1) (2) (3) (4) (5)

Design:  
climate-strong

0.992 1.171 1.147 1.088 0.982
[0.629, 1.563] [0.732, 1.874] [0.714, 1.843] [0.675, 1.754] [0.606, 1.592]

Design:  
climate-loose

1.017 1.033 0.986 0.975 0.878
[0.624, 1.660] [0.633, 1.686] [0.601, 1.616] [0.593, 1.605] [0.531, 1.452]

Design: 
immigration-strong

1.455† 1.518† 1.472† 1.396 1.352
[0.931, 2.274] [0.970, 2.377] [0.938, 2.311] [0.886, 2.201] [0.856, 2.137]

Design:  
immigration-loose

1.098 1.214 1.168 1.147 0.977
[0.654, 1.846] [0.719, 2.051] [0.689, 1.979] [0.674, 1.953] [0.570, 1.674]

Sex: male 0.654** 0.660** 0.768† 0.833
[0.488, 0.877] [0.491, 0.886] [0.567, 1.039] [0.613, 1.132]

Age: 40–59 2.633 2.827 2.914
[0.327, 21.178] [0.349, 22.878] [0.360, 23.621]

Age: 60–64 1.951 1.964 2.049
[0.240, 15.866] [0.240, 16.048] [0.250, 16.782]

Age: 65+ 3.043 2.761 2.789
[0.411, 22.513] [0.371, 20.532] [0.374, 20.778]

Income: low 0.931 0.926
[0.531, 1.631] [0.528, 1.624]

Income: medium 0.917 0.902
[0.563, 1.492] [0.554, 1.470]

Income: missing 2.459** 2.372**
[1.552, 3.895] [1.496, 3.762]

Device: mobile 2.237**
[1.392, 3.593]

Constant 0.082** 0.096** 0.034** 0.026** 0.014**
[0.057, 0.118] [0.066, 0.139] [0.005, 0.249] [0.003, 0.201] [0.002, 0.110]

Observations 2,571 2,571 2,571 2,571 2,571
Log likelihood -739.125 -735.095 -733.259 -712.284 -705.729
AIC 1,488.250 1,482.190 1,484.517 1,448.569 1,437.458

Notes: AIC = Akaike information criterion. †p < .10, *p < .05, **p < .01. Unweighted. Values in 
brackets refer to the 95% confidence interval.
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Table A11	 Stepwise regression results for Germany, outcome: speeding

Stepwise regression results for Germany, outcome: speeding

Odds ratio estimate for binary logistic regression, Germany

Outcome: speeding (ref. not speeding)
(1) (2) (3) (4) (5)

Design:  
climate-strong

0.748 0.775 0.595* 0.592* 0.620*
[0.500, 1.120] [0.514, 1.168] [0.390, 0.907] [0.388, 0.902] [0.405, 0.950]

Design:  
climate-loose

0.738 0.744 0.625† 0.618† 0.648†
[0.459, 1.186] [0.463, 1.196] [0.385, 1.014] [0.381, 1.004] [0.398, 1.055]

Design: 
immigration-strong

0.766 0.784 0.673† 0.672† 0.700†
[0.511, 1.146] [0.522, 1.178] [0.444, 1.021] [0.443, 1.020] [0.460, 1.065]

Design:  
immigration-loose

0.741 0.764 0.753 0.749 0.774
[0.467, 1.175] [0.480, 1.216] [0.468, 1.210] [0.466, 1.205] [0.481, 1.247]

Sex: male 0.873 0.863 0.840 0.816
[0.657, 1.161] [0.645, 1.154] [0.626, 1.126] [0.607, 1.096]

Age: 40–59 0.563* 0.560* 0.558*
[0.338, 0.937] [0.336, 0.934] [0.335, 0.931]

Age: 60–64 0.472** 0.482* 0.481*
[0.270, 0.825] [0.275, 0.844] [0.275, 0.843]

Age: 65+ 0.142** 0.149** 0.149**
[0.077, 0.260] [0.081, 0.274] [0.081, 0.274]

Income: low 0.736 0.718
[0.490, 1.105] [0.478, 1.080]

Income: medium 0.790 0.788
[0.547, 1.141] [0.545, 1.138]

Income: missing 0.792 0.778
[0.517, 1.211] [0.508, 1.192]

Device: mobile 0.664†
[0.427, 1.033]

Constant 0.138** 0.146** 0.409** 0.476* 0.682
[0.103, 0.185] [0.107, 0.200] [0.232, 0.723] [0.264, 0.861] [0.337, 1.382]

Observations 2,247 2,247 2,247 2,247 2,247
Log likelihood -725.305 -724.871 -692.755 -691.148 -689.606
AIC 1,460.610 1,461.742 1,403.511 1,406.296 1,405.213

Notes: AIC = Akaike information criterion. †p < .10, *p < .05, **p < .01. Unweighted. Values in 
brackets refer to the 95% confidence interval.
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Table A12	 Stepwise regression results for the United States, outcome: speeding 

Stepwise regression results for the United States, outcome: speeding

Odds ratio estimate for binary logistic regression, United States

Outcome: speeding (ref. not speeding)
(1) (2) (3) (4) (5)

Design:  
climate-strong

0.372** 0.360** 0.424** 0.425** 0.489**
[0.253, 0.548] [0.241, 0.538] [0.279, 0.644] [0.279, 0.649] [0.319, 0.751]

Design:  
climate-loose

0.514** 0.512** 0.712 0.706 0.820
[0.344, 0.766] [0.343, 0.764] [0.467, 1.086] [0.462, 1.079] [0.532, 1.262]

Design:  
immigration-strong

0.476** 0.471** 0.577** 0.578** 0.578*
[0.322, 0.704] [0.318, 0.698] [0.382, 0.871] [0.382, 0.876] [0.380, 0.879]

Design:  
immigration-loose

0.420** 0.410** 0.520** 0.521** 0.677
[0.264, 0.669] [0.256, 0.657] [0.318, 0.850] [0.318, 0.853] [0.408, 1.122]

Sex: male 1.095 0.978 0.914 0.799
[0.826, 1.451] [0.732, 1.307] [0.680, 1.228] [0.590, 1.081]

Age: 40–59 0.521 0.501† 0.467†
[0.239, 1.137] [0.228, 1.102] [0.210, 1.037]

Age: 60–64 0.404* 0.395* 0.352*
[0.184, 0.887] [0.179, 0.871] [0.158, 0.786]

Age: 65+ 0.105** 0.106** 0.098**
[0.052, 0.215] [0.052, 0.218] [0.047, 0.203]

Income: low 0.617* 0.625*
[0.403, 0.945] [0.407, 0.961]

Income: medium 0.613** 0.620*
[0.424, 0.886] [0.427, 0.901]

Income: missing 0.418** 0.436**
[0.269, 0.651] [0.279, 0.682]

Device: mobile 0.426**
[0.312, 0.582]

Constant 0.219** 0.211** 1.248 2.089† 4.078**
[0.169, 0.284] [0.159, 0.281] [0.610, 2.555] [0.955, 4.567] [1.778, 9.354]

Observations 2,355 2,355 2,355 2,355 2,355
Log likelihood -767.650 -767.450 -717.532 -709.904 -696.205
AIC 1,545.300 1,546.900 1,453.064 1,443.807 1,418.410

Notes: AIC = Akaike information criterion. †p < .10, *p < .05, **p < .01. Unweighted. Values in 
brackets refer to the 95% confidence interval.
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Table A13	 Stepwise regression results for Germany, outcome: non-differentiation

Stepwise regression results for Germany, outcome: non-differentiation

Odds ratio estimate for binary logistic regression, Germany

Outcome: non-differentiation (ref. no non-differentiation)
(1) (2) (3) (4) (5)

Design:  
climate-strong

1.171 1.102 1.127 1.135 1.122
[0.906, 1.514] [0.849, 1.432] [0.865, 1.469] [0.871, 1.480] [0.859, 1.465]

Design:  
climate-loose

1.000 0.984 0.998 1.010 0.996
[0.741, 1.350] [0.728, 1.329] [0.738, 1.350] [0.746, 1.367] [0.735, 1.351]

Design:  
immigration-strong

1.285† 1.233 1.245† 1.244† 1.231
[0.996, 1.657] [0.953, 1.594] [0.962, 1.612] [0.960, 1.612] [0.949, 1.597]

Design:  
immigration-loose

1.263 1.206 1.217 1.225 1.215
[0.949, 1.679] [0.904, 1.608] [0.912, 1.623] [0.918, 1.635] [0.910, 1.623]

Sex: male 1.256* 1.246* 1.289** 1.300**
[1.053, 1.497] [1.045, 1.486] [1.078, 1.541] [1.086, 1.555]

Age: 40–59 0.843 0.845 0.846
[0.557, 1.278] [0.557, 1.282] [0.558, 1.284]

Age: 60–64 0.788 0.770 0.770
[0.509, 1.221] [0.496, 1.196] [0.496, 1.196]

Age: 65+ 0.930 0.895 0.895
[0.610, 1.419] [0.586, 1.369] [0.585, 1.369]

Income: low 1.284* 1.294*
[1.013, 1.628] [1.020, 1.641]

Income: medium 1.149 1.150
[0.920, 1.435] [0.920, 1.436]

Income: missing 1.269† 1.274†
[0.989, 1.629] [0.993, 1.636]

Device: mobile 1.138
[0.844, 1.534]

Constant 0.676** 0.612** 0.701 0.614* 0.547*
[0.557, 0.821] [0.496, 0.754] [0.449, 1.094] [0.388, 0.974] [0.321, 0.933]

Observations 2,201 2,201 2,201 2,201 2,201
Log likelihood -1,505.645 -1,502.405 -1,501.147 -1,498.229 -1,497.867
AIC 3,021.289 3,016.811 3,020.293 3,020.457 3,021.734

Notes: AIC = Akaike information criterion. †p < .10, *p < .05, **p < .01. Unweighted. Values in 
brackets refer to the 95% confidence interval.
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Table A14	 �Stepwise regression results for the United States, outcome: non-
differentiation

Stepwise regression results for the United States, outcome: non-differentiation

Odds ratio estimate for binary logistic regression, United States

Outcome: non-differentiation (ref. no non-differentiation)
(1) (2) (3) (4) (5)

Design:  
climate-strong

1.738** 1.618** 1.608** 1.627** 1.524**
[1.341, 2.253] [1.238, 2.115] [1.227, 2.108] [1.240, 2.134] [1.158, 2.006]

Design:  
climate-loose

1.210 1.201 1.175 1.188 1.117
[0.913, 1.603] [0.905, 1.592] [0.883, 1.563] [0.893, 1.581] [0.836, 1.491]

Design:  
immigration-strong

1.481** 1.452** 1.430* 1.440** 1.421*
[1.130, 1.941] [1.107, 1.905] [1.087, 1.879] [1.095, 1.895] [1.080, 1.872]

Design:  
immigration-loose

1.318† 1.258 1.232 1.247 1.133
[0.976, 1.779] [0.929, 1.704] [0.907, 1.673] [0.918, 1.694] [0.829, 1.549]

Sex: male 1.204* 1.208* 1.237* 1.297**
[1.013, 1.432] [1.015, 1.437] [1.036, 1.477] [1.084, 1.553]

Age: 40–59 1.713 1.758 1.801
[0.735, 3.992] [0.755, 4.096] [0.771, 4.204]

Age: 60–64 1.260 1.271 1.322
[0.543, 2.925] [0.548, 2.948] [0.569, 3.072]

Age: 65+ 1.667 1.702 1.726
[0.760, 3.657] [0.776, 3.733] [0.785, 3.794]

Income: low 1.252 1.241
[0.944, 1.660] [0.936, 1.647]

Income: medium 1.035 1.026
[0.811, 1.320] [0.803, 1.309]

Income: missing 1.117 1.094
[0.861, 1.449] [0.842, 1.420]

Device: mobile 1.451**
[1.162, 1.813]

Constant 0.500** 0.464** 0.288** 0.254** 0.190**
[0.405, 0.617] [0.372, 0.580] [0.131, 0.634] [0.113, 0.572] [0.083, 0.437]

Observations 2,421 2,421 2,421 2,421 2,421
Log likelihood -1,626.546 -1,624.329 -1,622.075 -1,620.441 -1,614.937
AIC 3,263.092 3,260.658 3,262.151 3,264.881 3,255.874

Notes: AIC = Akaike information criterion. †p < .10, *p < .05, **p < .01. Unweighted. Values in 
brackets refer to the 95% confidence interval.
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Table A15	 �Stepwise regression results for Germany, outcome: item non-
response

Stepwise regression results for Germany, outcome: item non-response

Odds ratio estimate for binary logistic regression, Germany

Outcome: item non-response (ref. no item non-response)
(1) (2) (3) (4) (5)

Design:  
climate-strong

1.017 1.088 1.194 1.236 1.239
[0.799, 1.295] [0.851, 1.391] [0.929, 1.534] [0.943, 1.622] [0.944, 1.628]

Design:  
climate-loose

1.071 1.085 1.146 1.234 1.237
[0.812, 1.413] [0.822, 1.433] [0.865, 1.517] [0.911, 1.670] [0.912, 1.676]

Design: 
immigration-strong

1.223† 1.279* 1.356* 1.277† 1.280†
[0.963, 1.553] [1.005, 1.629] [1.062, 1.731] [0.979, 1.667] [0.980, 1.672]

Design:  
immigration-loose

0.822 0.868 0.856 0.853 0.854
[0.627, 1.078] [0.660, 1.140] [0.650, 1.126] [0.632, 1.150] [0.633, 1.152]

Sex: male 0.773** 0.783** 0.880 0.878
[0.656, 0.910] [0.664, 0.924] [0.734, 1.054] [0.731, 1.054]

Age: 40–59 1.960** 1.931** 1.931**
[1.295, 2.967] [1.231, 3.028] [1.231, 3.028]

Age: 60–64 2.538** 2.455** 2.455**
[1.643, 3.920] [1.532, 3.935] [1.532, 3.935]

Age: 65+ 2.850** 2.685** 2.685**
[1.869, 4.344] [1.697, 4.247] [1.698, 4.248]

Income: low 1.026 1.025
[0.818, 1.288] [0.816, 1.287]

Income: medium 0.979 0.978
[0.789, 1.213] [0.789, 1.213]

Income: missing 16.799** 16.781**
[11.481, 24.580] [11.467, 24.558]

Device: mobile 0.972
[0.713, 1.324]

Constant 0.983 1.098 0.460** 0.309** 0.317**
[0.819, 1.179] [0.903, 1.335] [0.295, 0.716] [0.188, 0.506] [0.180, 0.559]

Observations 2,455 2,455 2,455 2,455 2,455
Log likelihood -1,696.657 -1,691.898 -1,674.754 -1,469.936 -1,469.920
AIC 3,403.314 3,395.795 3,367.508 2,963.873 2,965.840

Notes: AIC = Akaike information criterion. †p < .10, *p < .05, **p < .01. Unweighted. Values in 
brackets refer to the 95% confidence interval. 
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Table A16	 �Stepwise regression results for the United States, outcome: item non-
response

Stepwise regression results for the United States, outcome: item non-response

Odds ratio estimate for binary logistic regression, United States

Outcome: item non-response (ref. no item non-response)
(1) (2) (3) (4) (5)

Design:  
climate-strong

1.233† 1.474** 1.408** 1.365* 1.393*
[0.967, 1.571] [1.144, 1.898] [1.090, 1.819] [1.023, 1.822] [1.040, 1.866]

Design:  
climate-loose

1.210 1.233 1.147 1.161 1.182
[0.931, 1.573] [0.947, 1.606] [0.877, 1.499] [0.858, 1.571] [0.871, 1.604]

Design:  
immigration-strong

1.388* 1.459** 1.387* 1.315† 1.320†
[1.078, 1.787] [1.130, 1.883] [1.072, 1.795] [0.982, 1.761] [0.986, 1.767]

Design:  
immigration-loose

1.009 1.125 1.061 1.038 1.069
[0.759, 1.341] [0.843, 1.502] [0.792, 1.420] [0.746, 1.444] [0.764, 1.496]

Sex: male 0.634** 0.645** 0.849† 0.837†
[0.537, 0.748] [0.546, 0.762] [0.702, 1.028] [0.689, 1.015]

Age: 40–59 1.257 1.618 1.606
[0.557, 2.835] [0.652, 4.015] [0.647, 3.990]

Age: 60–64 1.512 1.734 1.716
[0.678, 3.375] [0.705, 4.262] [0.697, 4.226]

Age: 65+ 2.118* 2.101† 2.093†
[1.004, 4.471] [0.907, 4.864] [0.903, 4.854]

Income: low 1.325† 1.326†
[0.991, 1.773] [0.991, 1.773]

Income: medium 1.133 1.135
[0.877, 1.462] [0.879, 1.465]

Income: missing 12.481** 12.562**
[9.283, 16.781] [9.339, 16.898]

Device: mobile 0.901
[0.717, 1.132]

Constant 0.725** 0.865 0.451* 0.183** 0.199**
[0.598, 0.880] [0.705, 1.062] [0.213, 0.952] [0.077, 0.437] [0.082, 0.483]

Observations 2,571 2,571 2,571 2,571 2,571
Log likelihood -1,770.216 -1,755.555 -1,747.619 -1,462.862 -1,462.464
AIC 3,550.431 3,523.110 3,513.238 2,949.725 2,950.927

Notes: AIC = Akaike information criterion. †p < .10, *p < .05, **p < .01. Unweighted. Values in 
brackets refer to the 95% confidence interval.
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Table A17	 �Stepwise regression results for Germany, outcome: attention check 
passed

Stepwise regression results for Germany, outcome: attention check passed

Odds ratio estimate for binary logistic regression, Germany

Outcome: attention check passed (ref. attention check failed)
(1) (2) (3) (4) (5)

Design:  
climate-strong

0.826 0.847 0.757† 0.737* 0.775†
[0.625, 1.093] [0.637, 1.125] [0.566, 1.012] [0.549, 0.988] [0.576, 1.042]

Design:  
climate-loose

0.881 0.886 0.836 0.791 0.841
[0.638, 1.216] [0.642, 1.224] [0.603, 1.159] [0.569, 1.101] [0.603, 1.172]

Design:  
immigration-strong

0.587** 0.597** 0.553** 0.546** 0.574**
[0.447, 0.772] [0.453, 0.787] [0.418, 0.731] [0.412, 0.725] [0.432, 0.763]

Design:  
immigration-loose

0.761† 0.775 0.777 0.758† 0.778
[0.558, 1.038] [0.566, 1.060] [0.567, 1.065] [0.551, 1.042] [0.565, 1.072]

Sex: male 0.914 0.917 0.845† 0.817*
[0.757, 1.103] [0.758, 1.108] [0.697, 1.026] [0.673, 0.993]

Age: 40–59 0.874 0.859 0.854
[0.558, 1.369] [0.545, 1.352] [0.542, 1.346]

Age: 60–64 0.518** 0.537* 0.534**
[0.324, 0.828] [0.334, 0.864] [0.332, 0.859]

Age: 65+ 0.524** 0.573* 0.575*
[0.332, 0.826] [0.362, 0.909] [0.362, 0.912]

Income: low 0.543** 0.526**
[0.422, 0.699] [0.408, 0.677]

Income: medium 0.635** 0.632**
[0.500, 0.808] [0.497, 0.804]

Income: missing 0.493** 0.485**
[0.374, 0.650] [0.368, 0.640]

Device: mobile 0.534**
[0.376, 0.760]

Constant 2.306** 2.399** 3.800** 5.646** 9.981**
[1.863, 2.854] [1.908, 3.017] [2.333, 6.190] [3.380, 9.433] [5.430, 18.347]

Observations 2,081 2,081 2,081 2,081 2,081
Log likelihood -1,348.735 -1,348.296 -1,332.194 -1,313.826 -1,307.277
AIC 2,707.469 2,708.591 2,682.387 2,651.652 2,640.555

Notes: AIC = Akaike information criterion. †p < .10, *p < .05, **p < .01. Unweighted. Values in 
brackets refer to the 95% confidence interval.
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Table A18	 �Stepwise regression results for the United States, outcome: attention 
check passed

Stepwise regression results for the United States, outcome: attention check passed

Odds ratio estimate for binary logistic regression, United States

Outcome: attention check passed (ref. attention check failed)
(1) (2) (3) (4) (5)

Design:  
climate-strong

0.559** 0.587** 0.584** 0.586** 0.666*
[0.404, 0.772] [0.421, 0.819] [0.417, 0.818] [0.418, 0.821] [0.473, 0.939]

Design:  
climate-loose

0.888 0.893 0.895 0.891 1.004
[0.617, 1.278] [0.620, 1.286] [0.619, 1.295] [0.615, 1.290] [0.690, 1.461]

Design:  
immigration-strong

0.705* 0.718† 0.718† 0.719† 0.726†
[0.501, 0.993] [0.509, 1.012] [0.507, 1.015] [0.508, 1.018] [0.511, 1.031]

Design:  
immigration-loose

0.896 0.927 0.927 0.915 1.132
[0.606, 1.323] [0.625, 1.375] [0.623, 1.380] [0.614, 1.363] [0.754, 1.698]

Sex: male 0.874 0.873 0.834 0.745*
[0.701, 1.091] [0.699, 1.089] [0.666, 1.045] [0.592, 0.937]

Age: 40–59 1.339 1.292 1.212
[0.543, 3.300] [0.523, 3.193] [0.487, 3.019]

Age: 60–64 1.421 1.416 1.303
[0.578, 3.494] [0.575, 3.488] [0.525, 3.237]

Age: 65+ 1.195 1.201 1.142
[0.528, 2.704] [0.529, 2.724] [0.500, 2.611]

Income: low 0.918 0.931
[0.647, 1.303] [0.654, 1.327]

Income: medium 1.060 1.086
[0.782, 1.436] [0.799, 1.475]

Income: missing 0.758† 0.794
[0.548, 1.049] [0.572, 1.102]

Device: mobile 0.419**
[0.310, 0.568]

Constant 4.692** 4.968** 4.096** 4.492** 9.218**
[3.590, 6.133] [3.737, 6.603] [1.799, 9.326] [1.900, 10.624] [3.718, 22.852]

Observations 2,137 2,137 2,137 2,137 2,137
Log likelihood -1,120.558 -1,119.845 -1,119.276 -1,116.045 -1,098.141
AIC 2,251.116 2,251.691 2,256.551 2,256.090 2,222.282

Notes: AIC = Akaike information criterion. †p < .10, *p < .05, **p < .01. Unweighted. Values in 
brackets refer to the 95% confidence interval.
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Table A19	 �Stepwise regression results for Germany, outcome: provided e-mail 
address

Stepwise regression results for Germany, outcome: provided e-mail address

Odds ratio estimate for binary logistic regression, Germany

Outcome: provided e-mail address (ref. did not provide e-mail address)
(1) (2) (3) (4) (5)

Design:  
climate-strong

0.616** 0.547** 0.564** 0.552** 0.580**
[0.483, 0.786] [0.427, 0.703] [0.438, 0.726] [0.426, 0.714] [0.447, 0.752]

Design:  
climate-loose

0.842 0.823 0.837 0.810 0.856
[0.638, 1.112] [0.622, 1.088] [0.633, 1.109] [0.608, 1.078] [0.642, 1.143]

Design:  
immigration-strong

0.504** 0.464** 0.471** 0.481** 0.503**
[0.395, 0.643] [0.363, 0.595] [0.368, 0.604] [0.374, 0.620] [0.390, 0.649]

Design:  
immigration-loose

0.894 0.815 0.819 0.803 0.830
[0.682, 1.171] [0.620, 1.072] [0.622, 1.077] [0.607, 1.062] [0.627, 1.100]

Sex: male 1.539** 1.532** 1.436** 1.385**
[1.300, 1.821] [1.294, 1.814] [1.207, 1.708] [1.163, 1.649]

Age: 40–59 0.868 0.908 0.905
[0.586, 1.285] [0.611, 1.350] [0.608, 1.348]

Age: 60–64 0.910 0.983 0.983
[0.602, 1.377] [0.646, 1.495] [0.645, 1.497]

Age: 65+ 1.015 1.135 1.138
[0.681, 1.512] [0.757, 1.701] [0.758, 1.710]

Income: low 0.920 0.891
[0.734, 1.152] [0.710, 1.117]

Income: medium 0.920 0.916
[0.744, 1.138] [0.740, 1.134]

Income: missing 0.313** 0.304**
[0.241, 0.407] [0.233, 0.396]

Device: mobile 0.556**
[0.414, 0.746]

Constant 1.090 0.907 0.964 1.172 1.994**
[0.909, 1.308] [0.745, 1.104] [0.633, 1.470] [0.755, 1.818] [1.190, 3.341]

Observations 2,455 2,455 2,455 2,455 2,455
Log likelihood -1,661.423 -1,648.694 -1,647.303 -1,601.673 -1,593.934
AIC 3,332.845 3,309.389 3,312.606 3,227.346 3,213.869

Notes: AIC = Akaike information criterion. †p < .10, *p < .05, **p < .01. Unweighted. Values in 
brackets refer to the 95% confidence interval.
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Table A20	 �Stepwise regression results for the United States, outcome: provided 
e-mail address

Stepwise regression results for the United States, outcome: provided e-mail address

Odds ratio estimate for binary logistic regression, United States

Outcome: provided e-mail address (ref. did not provide e-mail address)
(1) (2) (3) (4) (5)

Design:  
climate-strong

0.854 0.790† 0.841 0.895 0.983
[0.669, 1.090] [0.614, 1.018] [0.651, 1.086] [0.687, 1.166] [0.751, 1.285]

Design:  
climate-loose

0.722* 0.716* 0.776† 0.788† 0.860
[0.555, 0.939] [0.550, 0.932] [0.594, 1.013] [0.598, 1.038] [0.651, 1.138]

Design:  
immigration-strong

0.661** 0.648** 0.689** 0.725* 0.737*
[0.513, 0.853] [0.502, 0.836] [0.533, 0.891] [0.556, 0.946] [0.564, 0.964]

Design:  
immigration-loose

0.847 0.807 0.864 0.890 1.025
[0.637, 1.125] [0.605, 1.076] [0.647, 1.156] [0.659, 1.200] [0.755, 1.392]

Sex: male 1.221* 1.200* 1.067 0.996
[1.036, 1.440] [1.017, 1.416] [0.897, 1.271] [0.834, 1.188]

Age: 40–59 0.399† 0.370* 0.357*
[0.155, 1.026] [0.141, 0.972] [0.136, 0.940]

Age: 60–64 0.290** 0.273** 0.260**
[0.114, 0.737] [0.105, 0.710] [0.100, 0.677]

Age: 65+ 0.258** 0.276** 0.271**
[0.106, 0.627] [0.111, 0.683] [0.109, 0.672]

Income: low 1.422* 1.429*
[1.074, 1.884] [1.077, 1.895]

Income: medium 1.023 1.033
[0.807, 1.297] [0.814, 1.311]

Income: missing 0.370** 0.378**
[0.287, 0.478] [0.292, 0.488]

Device: mobile 0.583**
[0.469, 0.724]

Constant 1.491** 1.379** 4.864** 5.880** 8.955**
[1.227, 1.812] [1.123, 1.693] [1.997, 11.846] [2.310, 14.967] [3.456, 23.204]

Observations 2,571 2,571 2,571 2,571 2,571
Log likelihood -1,765.883 -1,763.050 -1,754.446 -1,678.126 -1,665.927
AIC 3,541.767 3,538.100 3,526.891 3,380.252 3,357.853

Notes: AIC = Akaike information criterion. †p < .10, *p < .05, **p < .01. Unweighted. Values in 
brackets refer to the 95% confidence interval.
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A4 R Packages Used

Package Version Citation

arm 1.13.1 Gelman and Su (2022)

base 4.3.2 R Core Team (2023)

ggpubr 0.6.0 Kassambara (2023)

here 1.0.1 Müller (2020)

Hmisc 5.1.1 Harrell Jr (2023)

janitor 2.2.0 Firke (2023)

kableExtra 1.4.0 Zhu (2024)

psych 2.4.1 Revelle (2024)

stargazer 5.2.3 Hlavac (2022)

tidyselect 1.2.0 Henry and Wickham (2022)

tidyverse 2.0.0 Wickham et al. (2019)

Package Citations
Firke, S. (2023). janitor: Simple tools for examining and cleaning dirty data. https://CRAN.R-

project.org/package=janitor
Gelman, A., & Su, Y. (2022). arm: Data analysis using regression and multilevel/hierarchical 

models. https://CRAN.R-project.org/package=arm
Harrell, F. E. (2023). Hmisc: Harrell miscellaneous. https://CRAN.R-project.org/

package=Hmisc
Henry, L., & Wickham. H. (2022). tidyselect: Select from a set of strings. https://CRAN.R-

project.org/package=tidyselect
Hlavac, M. (2022). stargazer: Well-formatted regression and summary statistics tables. Social 

Policy Institute. https://CRAN.R-project.org/package=stargazer
Kassambara, A. (2023). ggpubr: “ggplot2” based publication ready plots. https://CRAN.R-

project.org/package=ggpubr
Müller, K. (2020). here: A simpler way to find your files. https://CRAN.R-project.org/

package=here
R Core Team. (2023). R: A language and environment for statistical computing. R Foundation 

for Statistical Computing. https://www.R-project.org
Revelle, W. (2024). psych: Procedures for psychological, psychometric, and personality re-

search. Northwestern University. https://CRAN.R-project.org/package=psych
Rodriguez-Sanchez F, & Jackson, C. (2024). _grateful: Facilitate citation of R packages. 

https://pakillo.github.io/grateful

https://CRAN.R-project.org/package=janitor
https://CRAN.R-project.org/package=janitor
https://CRAN.R-project.org/package=arm
https://CRAN.R-project.org/package=Hmisc
https://CRAN.R-project.org/package=Hmisc
https://CRAN.R-project.org/package=tidyselect
https://CRAN.R-project.org/package=tidyselect
https://CRAN.R-project.org/package=stargazer
https://CRAN.R-project.org/package=ggpubr
https://CRAN.R-project.org/package=ggpubr
https://CRAN.R-project.org/package=here
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Abstract
If survey respondents do not interpret a question as it was intended, they may, in effect, 
answer the wrong question, increasing the chances of inaccurate data. Researchers can 
bring respondents’ interpretations into alignment with what is intended by defining the 
terms that respondents are at risk of misunderstanding. This article explores strate-
gies to increase alignment between researchers’ intentions and respondents’ answers 
by taking advantage of the unique affordances of online surveys compared to paper or 
other analog formats. Web surveys are often text-based, but allow for the seamless in-
tegration of embedded audio material so that users may read, listen to, or both read 
and listen to survey instructions. Unimodal definitions are either spoken or textual, 
while multimodal definitions are both spoken and textual. Further, definitions can 
be designed to take advantage of the affordances of each mode. While mode-invariant 
definitions contain the same words irrespective of whether they are textual or spoken, 
mode-optimized definitions are designed to take advantage of the affordances of written 
and spoken communication. For example, definitions optimized for textual presenta-
tion use fewer words than corresponding mode-invariant definitions and are designed 
so the key information is visually salient, while definitions optimized for spoken pre-
sentation are shorter and more colloquial than corresponding mode-invariant defini-
tions. In this study, both mode-optimized and mode-invariant formats improved align-
ment. Multimodal, mode-optimized definitions produced improved alignment over 
both types of unimodal definitions. This study suggests that multimodal definitions, 
when thoughtfully designed, can improve data quality in online surveys without nega-
tively impacting respondents.

Keywords:	 question definitions, questionnaire instructions, audio input, multimodal input, 
data quality, web survey
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Ensuring that survey respondents interpret survey questions as their authors 
intended is a prerequisite for producing high quality data. Otherwise, respon-
dents may, in effect, answer a different question than the one the researchers 
believed they were asking, potentially resulting in inaccurate answers. One way 
to align respondents’ and researchers’ interpretations is to clarify terms that 
may not map cleanly to respondents’ circumstances. For example, if a respon-
dent is unsure whether to include TV programming streamed to their laptop 
computer when answering a question about their recent TV watching, defining 
exactly what is meant by TV watching should resolve the respondent’s uncer-
tainty about how to answer. Explicitly clarifying terms can help assure that 
respondents understand survey questions—whether asked by interviewers or 
self-administered—as intended and in a way that fits their situation. In everyday 
conversation, participants ground  what has been said (Clark, 1996) by discuss-
ing the speaker’s intentions until both parties agree they understand each other 
well enough to accomplish the goals of the conversation. The benefits of ground-
ing meaning have been explored in survey interviews, self-administered online 
questionnaires, virtual interviews, and speech dialog systems (see Conrad & 
Schober (2021) for a summary and review).  This prior research concerns the 
delivery of unimodal, that is, solely spoken or solely textual definitions. How-
ever, there may be value in exploring multimodal delivery of definitions. In edu-
cational psychology, researchers have found that multimodal communication 
can improve comprehension and information retention compared to unimodal 
communication in some, though not all, circumstances (Moreno & Mayer, 2002; 
Mousavi et al., 1995). This paper builds upon the research in both conversational 
grounding and multimodal communication to explore whether multimodal 
definitions, that is, definitions that are both spoken and textual, can improve 
the quality of survey responses relative to unimodal definitions (either spoken 
or textual) or no clarification. This study also tests the conditions under which 
multimodal definitions might be most effective, that is, multimodal definitions 
that are identically worded across the two modes or that exploit the affordances 
of each mode in which they are implemented. 
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Survey Definitions

Surveys ask respondents about conditions or situations of varying complexity, 
clarity, and familiarity. When respondents’ understanding of ideas or terms is 
different from what researchers intend, data quality is likely to suffer unless 
understanding can be aligned (Conrad & Schober, 2000; Schober & Conrad, 
1997; Schober et al., 2018). For example, the concept of how many people live in 
a household is straightforward for respondents in most living situations. How-
ever, for respondents with a child living away at college, it is not clear whether 
they should include their child in their response, potentially introducing bias if 
such misalignments occur in one direction. For the portion of respondents who 
have children living at college, a definition of who should be counted as living in 
the household can correct respondents’ misconceptions, leading to an accurate 
answer. 

Although it can improve comprehension of questions and response accuracy, 
providing definitions generally increases the amount of time needed to answer 
survey items (Conrad & Schober, 2020, 2001; Conrad et al., 2007; Schober et al., 
2004; Schober & Conrad, 1997), although West et al. (2018) found no effect on 
response times. Respondents need to listen to or read the definitions and incor-
porate them into their interpretation of the question—which could potentially 
reduce their satisfaction with the interview experience, potentially reducing 
completion rates, and likely inflating sampling variance.

While definitions can certainly help align respondents’ and researchers’ 
understanding of survey questions, providing definitions will only provide these 
benefits if respondents use them. One reason respondents might not use a defi-
nition is if it is hard to understand. This might be the case if, for example, the 
definition is presented in textual form and the respondent is not a strong reader, 
or because a spoken definition is so complicated and long that a momentary 
lapse in the respondent’s attention might result in their not understanding the 
definition. The first of these might be addressed by presenting the definition 
in both textual and spoken forms, a multimodal definition. Not only might this 
increase the chances that the content of the definition is interpretable by most 
respondents, but it emphasizes the importance of the definition by conveying it 
in two ways. The second issue, that the definition is long and complicated, might 
be addressed through improved design, such as simplifying the content and pre-
senting the definition in a way that is most appropriate to its mode. 

Multimodal Communication

Multimodal communication typically involves the simultaneous presentation of 
information in two or more channels of communication. In the case of survey 
questionnaires this can involve the way content such as questions and defini-
tions is presented, how respondents report their answers, or both (Johnston, 
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2008). For example, online data collection can be designed so that respondents 
can both read a textually presented question and hear the corresponding spoken 
question; or to enable respondents to answer by either typing/clicking or speak-
ing (e.g., “Type 1 or say ‘Yes’”). This study explores the former: multimodal pre-
sentation of information, in particular, definitions of survey concepts. 

Research on multimodal communication has combined spoken information 
with a variety of visual presentations and has found that, under the right circum-
stances, combining audio and visual material can be more effective than using 
only one mode. For example, in educational psychology, researchers observed 
that presenting students with both audio and visual material is more effective 
pedagogically than using only spoken communication for certain types of infor-
mation and presentations. For example, Moreno and Mayer (2002) noted that 
participants showed higher levels of retention and were more effective at apply-
ing information in a new context (rather than simply recalling it) when taught in 
a multimodal, rather than unimodal spoken format. Mousavi, Low, and Sweller 
(1995) found that students needed less time to accurately solve geometry prob-
lems using combined diagrams—which are visual—with orally presented verbal 
information rather than textually presented verbal material that competes with 
diagram processing for limited visual attention. By comparing sequential and 
simultaneous presentation, they attributed these results to the relatively low 
cognitive load of using multiple communication channels, due to partial inde-
pendence of visual and verbal processing (Mayer, 2014; Sweller et al., 2019). 

Extending these findings to processing survey questions, multimodal presen-
tation could help respondents understand and apply survey definitions, presum-
ably improving the quality of their answers. By dividing content between the 
textual and spoken material, the amount of content presented in either mode 
is reduced relative to unimodal presentation. This division by mode is particu-
larly helpful for processing spoken information which is ephemeral and (unless 
it is audio-recorded and can be replayed) will be gone after it is presented. In 
contrast, textual information is persistent, (i.e., remains visible over time) and 
can be read while the spoken information is presented, after it is presented, or 
both.  Thus, textual information does not need to be stored in working memory 
initially, the way spoken information does, because it is preserved externally 
(i.e., on the screen). Moreover, working memory is hypothesized to consist of 
separate storage mechanisms for textual (“visuo-spatial”) and spoken (“pho-
nological”) information, coordinated by a central executive system (Baddeley, 
1992; also see Dumas et al., 2009), suggesting that it is well suited to multimodal 
presentation of information. 

However, in the psychological literature, the benefits of multimodal commu-
nication depend on the extent to which the information in the different modes 
is redundant and conveys the same information. When information is simulta-
neously conveyed both orally and textually, redundancy can potentially reduce 
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comprehension. For example, when an animated technical explanation was 
combined with either spoken narration only or identical, simultaneous spoken 
and textual narration, the latter treatment resulted in poor comprehension, evi-
dent in reduced retention and transfer of information (Mayer et al., 2001). That 
is, participants who were exposed to redundant spoken and written words and 
a complementary animation had lower comprehension than participants who 
were exposed to only spoken words and a complementary animation.  Note that 
many of these studies involve visual stimuli that created substantial cognitive 
demands, such as combinations of written instructional text, numerical tables, 
and graphs or diagrams (e.g., Kalyuga et al., 2004). Since survey researchers gen-
erally attempt to convey less complicated material to respondents, rarely requir-
ing animated instruction, these findings are unlikely to limit the effectiveness 
of multimodal material in surveys, but they do point out that redundant content 
across modes can degrade respondents’ ability to process additional information.

When spoken and textual content does not consist of exactly the same words 
but instead conveys the same underlying message, this kind of semantic redun-
dancy does not seem to harm comprehension the way literal redundancy does 
(Kalyuga et al., 2004). Mild levels of redundancy, for example key words or 
phrases, have been shown to increase retention (Mayer & Johnson, 2008). This 
suggests that multimodal definitions of survey concepts can yield higher rates 
of comprehension when the text emphasizes somewhat different ideas than the 
spoken content, rather than simply duplicating the information. More specifi-
cally, identical spoken and textual definitions may reduce comprehension, while 
complementary definitions seem likely to improve comprehension. 

This study tests whether multimodal definitions for key concepts in sur-
vey questions can improve the quality of responses (i.e., their alignment with 
definitions) compared to unimodal (either spoken or textual) definitions. Two 
types of multimodal definitions were tested: mode-invariant definitions, with 
fully redundant spoken and textual information (i.e., the same words presented 
visually and via speech) and mode-optimized definitions, designed specifically 
for each mode with partially redundant content, i.e., the same concepts con-
veyed textually and orally using complementary wording and exploiting the 
affordances of each mode. If both types of multimodal definitions outperform 
unimodal definitions, this would likely be due to the partial independence of 
communication channels. If only mode-optimized multimodal definitions out-
perform unimodal definitions, this would likely be due to the literal redundancy 
of mode-invariant definitions, which provide no additional information or per-
spective on the underlying concept from their multimodality, even potentially 
interfering with comprehension. 



141� methods, data, analyses | Vol. 19(1), 2025, pp. 136-164

Methods
Experimental Design

Respondents completed a web survey in one of seven experimental conditions 
distinguished by the type of definitions made available: (1) none (i.e., the control 
condition), (2) textual, mode-invariant, (3) textual, mode-optimized, (4) spoken, 
mode-invariant, (5) spoken, mode-optimized, (6) multimodal (i.e., both textual 
and spoken), mode-invariant), or (7) multimodal (i.e., both textual and spoken), 
mode-optimized. Irrespective of the mode(s) and optimization of definitions, all 
survey questions were presented textually. These seven conditions comprise a 
fraction of all possible combinations of mode, multimodality, and format, but 
allow for the most important comparisons: whether multimodal definitions 
were more effective, i.e., promoted greater alignment of respondents’ under-
standing of each question with the question’s intended interpretation, than uni-
modal definitions and whether mode-optimized, multimodal definitions—in 
which the information in each mode was complementary and relatively non-
redundant—were more effective than mode-invariant, multimodal definitions.

Respondents were asked to provide numeric responses to 15 survey questions, 
each accompanied by a definition for the key concept (except in the control con-
dition). Definitions were either “inclusive” (five questions) or “exclusive” (seven 
questions). Inclusive definitions were designed to expand the scope of what 
behaviors could be counted as examples of the concept in question (for example, 
including commuting when reporting the amount of work for which the respon-
dent was paid), and exclusive definitions were designed to reduce the scope (for 
example, excluding streamed or recorded content when reporting on the amount 
of television watched; Schober & Conrad, 2000). To promote the questionnaire’s 
coherence, questions on similar topic areas were grouped together, for example, 
hours spent watching television and listening to the radio. Thus, all respondents 
viewed questions in the same order. Finally, all respondents were asked a series 
of debriefing questions about their demographics and experience during the 
study. All surveys were identical except for the type of definition made available.

Mode-invariant definitions were designed to emulate the format of data col-
lection instruments from many government statistical agencies. The definitions 
in these types of surveys contain detailed information, and when presented in 
textual format, often appear as a dense paragraph; they are not designed for 
respondents to identify the subcomponents most relevant to their situations. 
When these same definitions are read aloud, they do not flow like a conversa-
tion or other spoken communication. Instead, the experience is reminiscent of 
questionnaires designed to be self-administered (either on paper or online) but 
which are administered by an interviewer over the phone to some respondents. 
For multimodal mode-invariant definitions, identical wording was used for both 
the spoken and textual components leading to fully redundant information. For 
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multimodal mode-optimized definitions, spoken optimized and textual opti-
mized components were presented together. 

Mode-optimized definitions were designed to be easier for respondents to either 
read or listen to and to help respondents identify relevant information by follow-
ing best practices of written and spoken communication. For textual mode-opti-
mized definitions, factors known to facilitate text comprehension (White, 2012) 
were used: bolded text to draw attention to key words and phrases, bullets and 
other organizational devices to divide text into logical groupings. For each ques-
tion, mode-optimized textual definitions had lower Flesch-Kincaid grade level 
reading scores (shorter sentence length and fewer syllables per word) than their 
mode-invariant counterparts (Flesch, 1948).

For spoken mode-optimized definitions, the scripts were designed to follow 
best practices for spoken communication. For example, in order to facilitate com-
prehension in spoken mode-optimized definitions, extraneous information that 
was included in their mode-invariant counterparts was removed (Sweller et al., 
1990). Shorter spoken definitions are also less taxing on respondents’ working 
memory, and require relatively little effort to comprehend compared to longer, 
mode-invariant definitions (Leahy & Sweller, 2011). For each question, mode-
optimized spoken definitions were shorter in duration than their mode-invari-
ant counterparts (an average of 11.4 seconds compared to 23.1 seconds). Spoken 
mode-optimized definitions were read aloud, audio-recorded, and played back 
by the researchers to judge their flow and ease of comprehension, then adjusted 
iteratively, if needed in the researchers’ judgment. The displayed text and scripts 
for all mode-invariant and mode-optimized definitions are shown in the Appen-
dix and screenshots of each condition are shown in Table 1.

Data Collection

We implemented the experimental conditions—the seven different web-based 
questionnaires—in Qualtrics, using TurkPrime (now CloudResearch) to recruit 
and manage participants from Amazon Mechanical Turk (MTurk). Each condi-
tion was posted as a separate “task” within MTurk, with identical descriptions, 
and participants were only eligible to complete one of these tasks, essentially 
randomizing respondents across treatment groups. A $1 incentive was provided 
to respondents upon completion of the survey. The median completion time for 
the surveys, including debriefing and other non-experimental questions, was 
just under 10 minutes, resulting in a median hourly rate of $6.17. The University 
of Maryland Institutional Review Board approved this study, and we collected 
data in the summer of 2018.

In total, 1,014 respondents completed the study. For the 12 experimental sur-
vey questions, 11,988 total observations were retained for analysis after remov-
ing impossible and implausible values (for example, reports of participating in 
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Table 1	 Selected screenshots by experimental condition

Experimental 
condition

Screenshot

Control In the past 7 days, how many hours of television did you watch?

Spoken mode-
invariant

In the past 7 days, how many hours of television did you watch?

Play for more information:

Spoken mode-
optimized

In the past 7 days, how many hours of television did you watch?

Play for more information:

Textual mode-
invariant

In the past 7 days, how many hours of television did you watch?

Watching television includes any programs other than films. This may 
include sitcoms, dramas, news, sports, and reality shows. Television 
is watched on a television set at the time it is broadcast and does not 
include programming recorded with a DVR, viewed on-demand, or 
streamed. Include content viewed on a television set only and exclude 
any content viewed on a computer or mobile device.

Textual mode-
optimized

In the past 7 days, how many hours of television did you watch?

• �Content is broadcast. Exclude DVRed, on-demand, and streamed 
shows.

• �TV set. Exclude shows watched on a computer or mobile device.
• �TV shows. Exclude films, even if watched while they air.

any given activity for close to 168 hours per week since there are, in total, only 
168 hours per week). The distribution of respondents and observations by exper-
imental condition is shown in Table 2.
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Multimodal mode-
invariant

In the past 7 days, how many hours of television did you watch?

Play for more information:

Watching television includes any programs other than films. This may 
include sitcoms, dramas, news, sports, and reality shows. Television 
is watched on a television set at the time it is broadcast and does not 
include programming recorded with a DVR, viewed on-demand, or 
streamed. Include content viewed on a television set only and exclude 
any content viewed on a computer or mobile device.

Multimodal mode-
optimized

In the past 7 days, how many hours of television did you watch?

Play for more information:

• �Content is broadcast. Exclude DVRed, on-demand, and streamed 
shows.

• �TV set. Exclude shows watched on a computer or mobile device.
• �TV shows. Exclude films, even if watched while they air.

Table 1 (continued)

Table 2	 Sample sizes and number of observations by experimental condition

# Respondents # Observations

Control 104 1,239
Spoken mode-invariant 200 2,356
Spoken mode-optimized 162 1,920
Textual mode-invariant 101 1,196
Textual mode-optimized 80 952
Multimodal mode-invariant 160 1,890
Multimodal mode-optimized 207 2,435

Total 1,014 11,988

The number of respondents and observations varies by condition for two pri-
mary reasons. First, a subset of participants were recruited for a pilot test 
with control, spoken mode-invariant, textual mode-invariant, and multimodal 
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mode-optimized definitions. When it was evident that the procedure worked as 
expected, these cases were pooled with newer cases. In addition, more respon-
dents were recruited into treatment groups with spoken components (both uni-
modal and multimodal) under the assumption that not all respondents would 
comply with instructions and play the spoken definitions.

Analytic Strategy

Alignment of Question Interpretation and Intended Meaning
Because different questions asked about different reference periods and dif-
ferent types of activities and measured the target behavior on different scales, 
responses could not be averaged in raw form. Moreover, for some questions—
namely those for which definitions were inclusive—higher numeric responses 
indicated consistency with definitions, while for other questions—namely those 
for which definitions were exclusive—lower numeric responses indicated con-
sistency with definitions. So that we could compare across questions and condi-
tions, we converted responses to each question to a z-score, trimmed to +4 and -4, 
and then multiplied these z-scores by -1 for questions with exclusive definitions. 
Because of this trimming, the mean z-score per question deviates slightly from 
0. This conversion allows responses to be pooled across questions, using a stan-
dard scale, and for results from each condition to be pooled, namely higher val-
ues indicate greater alignment with definitions (more standard deviations from 
the mean response) while lower values indicate that responses are less aligned 
with definitions, irrespective of whether a definition was inclusive or exclusive.

We used a general linear mixed model in SAS 9.4 to compare the effects of 
different definition treatments by modeling z-scores while accounting for clus-
tering of observations within respondents. Questions (denoted with subscript 
q) are nested within respondents (denoted with subscript i). Both questions and 
respondents were given random intercepts, allowing for baseline differences in 
question difficulty and respondents’ behavior, though respondents are treated 
as random effects and questions as fixed effects.

Yiq = γ00 + γ10 (Di ) + Ui0 + eiq

We conducted F-tests at the observation level, rather than the respondent level, 
when analyzing alignment of responses with definitions (Di ) using type 3 F-tests 
of fixed effects unless otherwise stated. For pairwise comparisons of point esti-
mates, we use Student’s t-tests unless otherwise stated.



Spiegelman & Conrad: Improving Understanding of Survey Questions� 146

Respondent Use of Definitions
Some respondents did not fully comply with the instructions to attend to defi-
nitions, raising the possibility that the effect of definition type on alignment 
might be stronger for those who comply. To address this, observations can be 
compared both overall and by examining only observations based on (inferred) 
compliance with the experimental treatment. For spoken definitions, we cap-
tured whether audio clips were fully played, and for textual definitions, we esti-
mated the time that would be required to read a particular question and its asso-
ciated definition and compared this to the actual time each respondent spent 
on the page. Note that compliance is relevant for the control group even though 
control respondents were not provided with any definitions; these respondents 
were expected to spend sufficient time on each page to read survey questions.

To measure respondents’ exposure to spoken definitions, the online survey 
captured how many times a spoken definition was fully played by using embed-
ded JavaScript code. It is important to note that this measure could not record 
whether a respondent’s audio was muted, nor whether they truly attended to 
the spoken information, but instead serves as a proxy for respondent compli-
ance in a self-interview setting that involved auditory information. Respondents 
could play a definition by clicking the “play” icon (right arrow) in a standard 
media bar. For spoken definitions, whether as part of a unimodal or multimodal 
format, a given response was considered “compliant” if the audio file was fully 
played. 

We inferred whether respondents read the textual information they were pre-
sented by determining if the time spent on any given question was at least as long 
as the estimated reading time for that text, in which case they were determined 
to have complied with instructions. We calculated the reading time threshold for 
each question and each textual definition (in the relevant conditions) by count-
ing the words and multiplied the counts by 200 msec. This is the average reading 
speed, according to Carver (1992), for adult Americans when reading to retain 
content for relatively short intervals, as is needed when answering survey ques-
tions1. Thus, the word count for the control group and groups with unimodal 
spoken definitions were identical (question word count only), and the word 
count for the textual only and multimodal definition conditions were identical 
for mode-invariant versions (question and definition word count) as was also 
the case for the mode-optimized versions (question and definition word count). 
However, like the proxy for spoken definition compliance, this criterion does 

1	 Conrad et al. (2017) and Zhang and Conrad (2014) used 300 msec/word for similar pur-
poses. However, their thresholds were intended to account for reading plus thinking time, 
so faster responses could be considered speeding. Because the tasks in our study were less 
cognitively burdensome, we selected a more conservative threshold in order to avoid in-
flating our estimates of the impact of compliance on alignment of question interpretation 
and intended meaning.
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not guarantee that respondents truly attended to and absorbed the textual infor-
mation presented to them. Eye-tracking could help determine whether respon-
dents viewed the textual information, for example, whether they fixated on tex-
tual information in left-to-right, top-to-bottom order or whether they skipped or 
sped through information. However, even knowing what they looked at would 
not capture whether they deeply comprehended and internalized the informa-
tion or merely scanned the text. In a self-interview setting, time per page is the 
best available measure of reading time and thus proxy for respondent compli-
ance. Note that for both spoken and textual definitions, compliance was treated 
as a binary metric for which a given observation either met compliance criteria 
or did not.

Results
Alignment of Question Interpretation and Intended Meaning

The average z-scores by mode and optimization of definitions are shown in Table 
3. Z-scores indicate the number of standard deviations by which observations 
for a given definition type varied from the average response across all questions 
and definition modes. Higher values indicate more alignment with definitions, 
while lower values indicate less alignment with definitions. For example, the 
average z-score for responses to questions in the control group was about -0.13, 
indicating that those responses were less aligned with definitions than the aver-
age response by 0.13 standard deviations.

Table 3	 Mean z-score by definition mode and optimization

Definition mode Optimization Mean z-score

Control (no definition) n/a -0.126

Spoken All -0.009
Mode-invariant -0.025

Mode-optimized 0.012

Textual All -0.014
Mode-invariant -0.032
Mode-optimized 0.008

Multimodal All 0.041
Mode-invariant 0.013

Mode-optimized 0.063
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Responses to questions with multimodal definitions were more aligned with def-
initions than the average response by about 0.041 standard deviations, and they 
were significantly more aligned than responses to questions with only unimodal 
definitions. That is, average z-scores were higher for the multimodal group than 
unimodal textual definitions (t(996) = 2.33, p = .020), and unimodal spoken defini-
tions (t(1002) = 2.56, p = .011). Overall, definition mode was a significant predictor 
of the degree to which responses were aligned with definitions (F(3,994) = 11.37, 
p < .001). As expected, responses were least aligned with definitions for the con-
trol group, under which no definitions were available.

The effectiveness of multimodal definitions appears to be driven by their 
optimization. That is, average z-scores were higher for the multimodal mode-
optimized definitions than for unimodal mode-invariant definitions, both spo-
ken (t(1003) = 3.39, p < .001) and textual t(997) = 2.98, p = .003).  Z-scores for multi-
modal mode-invariant definitions were higher, though not significantly so, than 
z-scores for unimodal mode-optimized definitions both spoken (t(997) = 1.87, 
p = .062) and textual (t(990) = 1.59, p = .111).  They were marginally higher than for 
multimodal, mode-invariant definitions (t(1000) = 1.80, p = .072)  making it some-
what ambiguous to what extent the presence alone of complimentary, rather 
than redundant, multimodal information can improve data quality.

Respondents’ Use of Definitions

Compliance Rates
For the four definition types with a spoken component (spoken mode-invariant, 
spoken mode-optimized, multimodal mode-invariant, multimodal mode-opti-
mized), compliance with spoken definitions (that is, fully playing a definition’s 
audio file) ranged from the relatively low rate of 29% for multimodal mode-
invariant definitions to 47% for spoken mode-optimized definitions (Table 4). 

For all four treatment groups in which spoken definitions were available, 
compliance was highest with the first definition presented in the survey, rang-
ing from 61% for multimodal mode-invariant to 84% for multimodal mode-opti-
mized. Across all spoken mode conditions, the compliance rate for the first sur-
vey question was significantly higher than the compliance rate for every other 
question at the p < .05 level. A steady decline in compliance might reflect respon-
dent fatigue; the reason for this abrupt drop is unclear but could have occurred 
if respondents noted there were no direct repercussions of answering without 
playing the entire spoken definition. This drop-off in compliance occurred both 
overall and within each of the 4 treatment groups with spoken definitions. For 
both mode-invariant and mode-optimized definitions, compliance with instruc-
tions to play the audio was higher for respondents who only received spoken def-
initions, rather than multimodal respondents who were encouraged to both read 
and listen to definitions. Compliance was higher for the spoken mode-optimized 
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Table 4	 Compliance with spoken and textual portions of definitions by 
question number and definition type

Question Textual 
mode-

invariant

Textual 
mode-

optimized

Spoken 
mode-

invariant

Spoken 
mode-

optimized 

Multimodal 
mode-

invariant

Multimodal 
mode-

optimized

1 Listened n/a n/a 73% 78% 61% 84%
Read 55% 88% n/a n/a 97% 99%

2 Listened n/a n/a 59% 54% 40% 42%
Read 21% 40% n/a n/a 58% 58%

3 Listened n/a n/a 41% 50% 32% 32%
Read 23% 76% n/a n/a 53% 84%

4 Listened n/a n/a 44% 52% 30% 38%
Read 42% 61% n/a n/a 54% 74%

5 Listened n/a n/a 39% 46% 27% 38%
Read 31% 66% n/a n/a 50% 82%

6 Listened n/a n/a 36% 45% 26% 26%
Read 36% 70% n/a n/a 62% 82%

7 Listened n/a n/a 26% 33% 24% 26%
Read 21% 64% n/a n/a 44% 84%

8 Listened n/a n/a 34% 40% 22% 29%
Read 29% 64% n/a n/a 49% 74%

9 Listened n/a n/a 37% 38% 26% 25%
Read 33% 74% n/a n/a 50% 74%

10 Listened n/a n/a 40% 46% 20% 35%
Read 29% 59% n/a n/a 42% 67%

11 Listened n/a n/a 25% 39% 21% 26%
Read 18% 48% n/a n/a 41% 67%

12 Listened n/a n/a 31% 40% 21% 25%
Read 17% 70% n/a n/a 43% 78%

Overall Listened n/a n/a 39% 47% 29% 35%
Read 29% 65% n/a n/a 53% 78%

group than for either of the multimodal conditions, and higher for the spoken 
mode-invariant than multimodal mode-invariant group. However, it should be 
noted that these overall compliance rates were less than 50% for each condition.

Differences in compliance between unimodal and multimodal groups may be 
driven by the presence of an alternative way of acquiring multimodal definition 
content. For respondents in unimodal spoken groups who were inclined to use 
definitions in their responses, their only choice was to listen to spoken defini-
tions. Respondents in multimodal groups could have given responses consistent 
with definitions by reading textual definitions, even if they did not fully play an 
audio clip. 
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Comparing overall compliance for mode-optimized and mode-invariant defini-
tions, the rate was higher for respondents in the former than latter (47% and 
39%, respectively, for unimodal; 35% and 29%, respectively, for multimodal), 
though this difference was only significant when comparing the two unimodal 
conditions.

Compliance with textual definitions followed a similar pattern. Again, this 
type of compliance was operationalized as at least as much time spent on a given 
question as the estimated reading time for the question and definition text. Com-
pliance was significantly higher for the first question than every other subse-
quent question (p < .001) for each definition type, similar to the pattern shown 
for compliance with spoken definitions (see Table 4). In addition, compliance 
rates differed by condition for each pairwise comparison between the 4 groups 
with textual definitions. In particular, the 78% compliance rate for multimodal 
mode-optimized definitions was significantly higher than the 65% compliance 
rate for textual mode-optimized definitions (t(544) = 3.54, p < .001), which was 
significantly higher in turn than the 53% compliance rate for multimodal mode-
invariant definitions (t(544) = 2.74, p = .006), which was significantly higher than 
the 29% compliance rate for textual mode-invariant definitions (t(544) = 6.54, 
p < .001). So, compliance was highest for mode-optimized definitions. For both 
mode-invariant and mode-optimized definitions, compliance was higher for 
multimodal than unimodal definitions. However, as with spoken definitions, 
all mode-optimized textual definitions had fewer words than all mode-invariant 
textual definitions, and presumably as a result, shorter estimated reading times. 
As a result, length and optimization are confounded and prevent us from dis-
tinguishing the effects of optimization per se from reduced text on compliance.

Compliance with multimodal definitions depends on whether respondents 
only read, only listened to, or both read and listened to definitions. However, in 
this study it is important to note that the duration of each spoken definition was 
at least as long as the estimated reading time for the corresponding textual defi-
nition, so all respondents who fully listened to a multimodal definition’s spoken 
component were coded as being in full compliance.

Alignment of Question Interpretation and Intended Meaning When 
Respondents Access Definitions
We have suggested that definitions—in either mode—can help align respondents’ 
understanding of questions with the questions’ intended meaning, However, 
increased alignment could be due to the mere presence of the definitions rather 
than the content of the definitions. For example, multimodal definitions may 
signify to respondents that the information is important, or because the content 
of the definitions is better understood by respondents. These possible explana-
tions cannot be disentangled without examining responses while considering 
whether individuals accessed the definitions that were available to them. 
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We can treat noncompliant responses in two different ways. They may be 
dropped from analysis, for example, a response to a textual definition that did 
not meet the criteria for reading can be omitted entirely. Alternatively, that 
response effectively had the same de facto treatment as a control group response 
and could be analyzed with the others from that group, though, respondents 
may have read part of a definition or read all text more quickly than the esti-
mated reading speed threshold, so their experiences may not be identical to 
those of actual control group participants. Any observations for which a respon-
dent in a multimodal condition did not both fully listen to and read the defi-
nition can be analyzed with the control, unimodal textual or unimodal spoken 
groups (although the latter is theoretical given that audio clips were longer than 
estimated reading duration so playing an audio file will lead to a compliant read-
ing classification even if the respondent did not read the definition). As with spo-
ken definitions, observations were categorized based on whether they fully met 
compliance criteria, so observations for which definitions may have been par-
tially played or read were considered noncompliant and analyzed accordingly. 
Observations that did not meet criteria for the control group, that is, the amount 
of time spent on the page was less than the compliance cutoff for fully reading 
the question text, were excluded since they could not be treated as compliant 
with any treatment group. Table 5 shows the average z-score for both methods of 
categorizing compliant and noncompliant responses.

Table 5	 Mean z-score by definition mode and optimization for compliant 
responses and de facto treatment

Definition mode Optimization Mean z-score  
(compliant responses 

only)

Mean z-score  
(by de facto treat-

ment)

Control (no definition) n/a -0.129 -0.071
Spoken All 0.076 0.075

Mode-invariant 0.073 0.071
Mode-optimized 0.079 0.079

Textual All 0.059 0.076
Mode-invariant 0.018 0.041
Mode-optimized 0.082 0.093

Multimodal All 0.163 0.163
Mode-invariant 0.079 0.079
Mode-optimized 0.217 0.217

When limiting analysis to only observations that met compliance criteria, 
responses to questions with multimodal definitions were more aligned with def-
initions than the average response by about 0.16 standard deviations (Table 5). 
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That is, average z-scores were higher for definitions that were multimodal than 
unimodal textual (t(691) = 2.86, p = .004) and unimodal spoken (t(619) = 2.78, 
p = .006) definitions. 

As with the analysis of all observations (irrespective of compliance), this 
difference is driven by multimodal mode-optimized definitions. Responses 
to these questions were more aligned with the underlying concepts than the 
average response by about 0.22 standard deviations. That is, average z-scores 
were higher for the mode-optimized multimodal group than for all other con-
ditions: spoken mode-invariant (t(649) = 3.41, p < .001), spoken mode-optimized 
(t(601)  =  3.26, p = .001), textual mode-invariant (t(959) = 3.46, p < .001), textual 
mode-optimized (t(614) = 2.97, p < .001), and multimodal mode-invariant groups 
(t(643) = 2.78, p = .006) groups. The increased data quality with multimodal defi-
nitions is primarily attributed to presenting complementary, rather than redun-
dant, information.

Looking at de facto treatment, that is, categorizing responses based on the 
treatment they effectively received rather than the group to which they were 
originally assigned, we observed a similar pattern. Answers reported when 
respondents were compliant with multimodal definitions were significantly 
more aligned with definitions than each of the other de facto definition types. 
That is, average z-scores were higher for the multimodal group than when the 
effective treatment was textual definitions (t(2567) = 2.89, p = .004), spoken defi-
nitions (t(1517) = 2.88, p = .004), and the control treatment with no definitions 
(t(1713) = 8.99, p < .001). Overall, de facto definition mode significantly predicted 
the degree to which responses were aligned with definitions (F(3,2057) = 37.57, 
p < .001).

Observations produced when respondents complied with multimodal mode-
optimized definitions were significantly more aligned with definitions than 
each of the other types of definition. That is, with de facto categorization, 
average z-scores were higher for the multimodal mode-optimized group than 
when the treatment received was mode-invariant multimodal (t(1566) = 2.87, 
p = .004), spoken mode-invariant (t(1585) = 3.55, p < .001), spoken mode-optimized 
(t(1467) = 3.34, p < .001), textual mode-invariant (t(2517) = 3.80, p < .001), or textual 
mode-optimized (t(2471) = 3.29, p = .001) definitions, as well as the control treat-
ment with no definitions (t(2471) = 8.99, p < .001). Once again, the effectiveness of 
multimodal definitions is due to the use of complementary, rather than mode-
invariant, instructions.

Respondent Burden

Survey respondents’ acceptance of multimodal clarification, particularly com-
pared to unimodal formats, is crucial if multimodal definitions are realisti-
cally to be deployed in production research. If respondents react negatively to 
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multimodal communication, potentially abandoning the survey, these percep-
tions must be weighed against the increase in data quality brought about by this 
approach to clarification in online surveys, at least as demonstrated here.

To explore this, we asked respondents to rate their satisfaction with the sur-
vey and how burdensome they found the process; we also measured the amount 
of time respondents spent on each page of the web survey. The number of sec-
onds respondents spent on the 12 survey items with definitions is shown in Table 
6. Comparing mean response times with a Tukey adjustment, respondents with 
spoken mode-invariant definitions spent significantly more time completing 
the questionnaire than spoken mode-optimized or textual respondents. Respon-
dents with multimodal definitions spent significantly more time than textual 
mode-invariant respondents, but not significantly longer than other types of 
definitions.

Table 6	 Time spent on 12 definition questions by definition mode and 
optimization (in seconds)

Definition mode 25th 
percentile

Median 75th 
percentile

Mean SD

Control (no definition) 72 93 136 107 51
Spoken mode-invariant 142 288 410 299 205
Spoken mode-optimized 133 198 279 237 175
Textual mode-invariant 90 130 209 169 120
Textual mode-optimized 105 160 195 192 219
Multimodal mode-invariant 140 222 363 264 171
Multimodal mode-optimized 142 192 281 249 235

However, a longer survey duration does not necessarily indicate that respondents 
feel more burdened. Respondents who were presented with unimodal spoken and 
multimodal definitions were asked to describe how burdensome they found the 
process of accessing spoken definitions (Not at all burdensome, slightly burden-
some, moderately burdensome, very burdensome, extremely burdensome). This 
question was designed to measure the effort required to play spoken definitions, 
and so is not applicable to respondents in the control group, who saw no defini-
tions, or respondents who were assigned to view unimodal textual definitions, 
since textual definitions appeared by default with no additional action needed 
from respondents. Overall, respondents did not indicate that playing definitions 
was notably burdensome. Most reported that accessing definitions was not at all 
burdensome (61%) or slightly burdensome (21%), while few found the process to 
be very (4%) or extremely (3%) burdensome. Multimodal respondents had the 
option of reading definitions without deliberately playing spoken definitions, so 
it is notable that the perceived level of burden did not vary between these four 
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types of definitions (χ2(4) = 1.33, p = .856). That is, respondents found the process 
of playing definitions to impose little burden regardless of whether they had 
another option for obtaining that information.

We also asked respondents to rate their overall satisfaction with the survey 
(Overall, how satisfied were you with your experience when responding to this 
survey? Very dissatisfied, somewhat dissatisfied, neither dissatisfied nor satis-
fied, somewhat satisfied, very satisfied). Respondents provided positive feed-
back about their survey experience. Almost half (48%) were very satisfied, and 
one-third (33%) were somewhat satisfied. The remainder were neither dissatis-
fied nor satisfied (14%), somewhat dissatisfied (4%), or very dissatisfied (1%). This 
distribution differed by definition mode (χ2(12) = 32.28, p < .001), with relatively 
higher proportions of respondents who were exposed to unimodal spoken and 
multimodal definitions reporting they were very satisfied when compared to 
unimodal textual respondents and those who were not shown definitions (53%, 
52%, 39%, and 31%, respectively). Together, these suggest that multimodal defi-
nitions can be implemented in online surveys without overburdening respon-
dents or otherwise causing a negative survey experience.

Discussion
Why were multimodal definitions—especially when optimized—more effective 
than unimodal definitions? On the one hand, if speech and written text are pro-
cessed at least somewhat independently, then any multimodal communication 
(fully redundant or complementary) would improve comprehension when com-
pared to unimodal communication, since more information would be available 
to a respondent, potentially compensating for an attentional lapse and providing 
more opportunity to internalize the content. Alternatively, if redundant defini-
tions are less effective than complementary (i.e., mode-optimized) multimodal 
definitions at conveying the intended meaning of the question, then the latter 
should improve response quality more than unimodal definitions. Responses 
based on multimodal definitions were more aligned with survey concepts than 
responses based on unimodal definitions, and this was driven by mode-opti-
mized definitions. This suggests that it is primarily complementary, rather than 
redundant multimodal content, that is effective (and supporting the idea that 
conveying identical information through multiple channels can reduce—or at 
least not facilitate—comprehension). The increased alignment with multimodal, 
and particularly mode-optimized multimodal definitions, appeared when com-
paring all observations. While the presence of multimodal definitions (regard-
less of whether they were used) increased data quality, these cues alone did not 
prompt respondents to attend to definitions; instead, the effect of multimodal 
definitions was sharpened when analyses were restricted to all compliant obser-
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vations, as compliance with instructions about how to use definitions provided a 
purer measure of their impact on comprehension. 

Overall, compliance was higher for mode-optimized than for mode-invari-
ant definitions. Because the features of optimization (e.g., concision, increased 
salience of key material) were presented as a package and not experimentally 
varied, we cannot determine which of these features may have been most 
responsible for its benefits in multimodal definitions. In fact, for all definition 
types, compliance was highest for the first survey item than for subsequent ques-
tions, but respondents were willing to play spoken definitions in a survey mode 
that typically includes only text. While compliance could perhaps increase with 
shorter or more visually appealing definitions (two features that differentiated 
mode-invariant and mode-optimized presentations), these findings are promis-
ing for the efficacy of multimodal definitions, particularly given the strict com-
pliance criteria for spoken definitions (i.e., respondents were required to fully 
play an audio clip). If respondents only minimally complied with multimodal 
definitions, or if they provided negative feedback about their experiences, those 
drawbacks would have to be carefully weighed against the increased alignment 
with definitions for responses to multimodal instructions. Instead, these results 
suggest that respondents do not find multimodal definitions to be burdensome, 
are willing to comply with instructions to both read and listen to them, and will 
apply these definitions to their formulation of survey responses. In an online 
survey, multimodal definitions can improve data quality without negatively 
impacting respondents. It is reassuring that the presence of spoken information 
did not decrease respondent satisfaction, and in fact, respondents who were pre-
sented with spoken definitions either alone or as part of multimodal definitions 
reported the highest levels of satisfaction. 

Future Research

The sample for this study was drawn from Amazon Mechanical Turk. This study 
provides a proof-of-concept that multimodal definitions can improve data qual-
ity, but more research is needed to determine the degree to which these find-
ings can be replicated in samples from other sources and whether unpaid par-
ticipants are as amenable to play integrated audio clips in an online survey. We 
were unable to capture the type of device on which surveys were completed, for 
example, a laptop computer or smartphone, and these findings may vary further 
by device type.

Compliance was inferred without truly knowing whether respondents 
attended to definitions. For spoken definitions, compliance may have been 
underestimated for respondents who partially listened to spoken definitions. 
For textual definitions, compliance may have been over- or under-estimated if 
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respondent reading speed was miscalculated by our use of response latency as a 
measure, or if they simply did not attend to their screen. For spoken definitions, 
a more robust tracking mechanism could assess how much of spoken definitions 
were played. For textual definitions, a lab study that tracks respondents’ eye 
movements could more accurately measure whether on-screen text was read. 
All of these limitations can be addressed in straightforward ways in follow-up 
studies. 

This study focuses on a fundamentally visual type of survey: a textual web 
survey, in which spoken definitions were embedded in some experimental 
conditions. While text is persistent, spoken communication is ephemeral, so 
improvements in data quality due to adding text to a communication format that 
is typically spoken (such as telephone surveys) is likely to be greater than the 
improvements due to adding spoken information to a communication format 
that is typically textual (such as web surveys). While some spoken surveys do 
have an added textual component (e.g., show cards), that text has typically been 
used to present response options, rather than questions and definitions. Tele-
phone surveys rarely include a textual component, and this gap is particularly 
ripe for exploration. Respondents completing a telephone survey are often using 
an internet-enabled device. A respondent could receive text instructions from 
an interviewer, e.g., via a text message, particularly for survey items for which 
the underlying constructs are nuanced or potentially counterintuitive. While 
the effectiveness of multimodal communication may differ across these sce-
narios, particularly given differences in communication norms and respondent 
expectations, these uses warrant further exploration of multimodal definitions 
given its richness, the likelihood it will become more practical with technologi-
cal advances, and the possibility that respondents will be more satisfied with 
their experience knowing they understand what they are asked.
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Appendix
Definitions by Survey Question and Treatment Group

Question In the past 7 days, how many hours of television did you watch?

Mode-invariant definition Watching television includes any programs other than films. 
This may include sitcoms, dramas, news, sports, and reality 
shows. Television is watched on a television set at the time 
it is broadcast and does not include programming recorded 
with a DVR, viewed on-demand, or streamed. Include content 
viewed on a television set only and exclude any content 
viewed on a computer or mobile device.

Textual mode-optimized 
definition

• �Content is broadcast. Exclude DVRed, on-demand,  
and streamed shows.

• �TV set. Exclude shows watched on a computer or  
mobile device.

• �TV shows. Exclude films, even if watched while they air.
Spoken mode-optimized 
definition

By television, we mean content watched on a TV set at the 
time it is broadcast. Exclude streamed, on –demand, and 
DVRed shows and anything watched on a computer or mobile 
device. Exclude films.

Inclusive/exclusive Exclusive definition

Question In the past 7 days, for how many hours did you listen to the 
radio?

Mode-invariant definition Listening to the radio includes listening to programming 
transmitted and received through an antenna. Available 
stations and reception are restricted by signal strength and 
listener location. Programs are listened to live, that is, as 
they air, rather than played later by the listener, such as with 
podcasts and other downloadable content. Programming 
can include talk-based content, such as news or sports, but 
does not include music even if accessed by antenna.

Textual mode-optimized 
definition

• �Antenna. Only count local stations through over-the-air ac-
cess, not satellite or internet.

• �Live Content. Exclude podcasts or other content played 
on-demand.

• �Talk. Programming includes news, sports, and talk shows. 
Exclude music.

Spoken mode-optimized 
definition

By radio, we mean local programming listened to live, over-
the-air, but not podcasts, satellite radio, or internet radio. 
Include news, sports, and talk shows, not music.

Inclusive/exclusive Exclusive definition
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Question In the past 7 days, for how many hours did you use e-mail?

Mode-invariant definition E-mail use includes composing, sending, and reading mes-
sages, as well as managing an inbox. Count time spent using 
an online mailbox, desktop mailbox, or mobile application, 
and do not count time spent reading attachments or linked 
content in a browser. Only count e-mail use when connected 
to the internet through a wired or wireless (Wi-Fi) connec-
tion. Exclude email use involving a cellular connection such 
as 3G or 4G. Exclude offline use.

Textual mode-optimized 
definition

Exclude
• �E-mail using a cellular network such as 3G or 4G.
• �Reading attachments or linked content. 
Include
• �Composing, sending, reading, and sorting messages.
• �Use of a Wi-fi or wired connection.

Spoken mode-optimized 
definition

By e-mail use, we mean writing, reading, sending and sorting 
messages. Only count time using an application, not time 
spent reading attachments or linked content. Only count ac-
cess through a wired or Wi-Fi connection, so exclude cellular 
networks such as 3G and 4G.

Inclusive/exclusive Exclusive definition

Question Excluding e-mail use, in the past 7 days, for how many hours did 
you use the internet?

Mode-invariant definition People may use the Internet to carry out personal or profes-
sional tasks and activities. Exclude internet use involving a 
cellular connection such as 3G or 4G. Include active tasks 
such as reading news articles, posting in online forums, and 
playing online games. Exclude passive tasks that do not 
involve direct attention or engagement such as streaming 
videos or music.

Textual mode-optimized 
definition

• �Connection. Count Wi-fi and wired connections only.  
Exclude cellular networks such as 3G and 4G. 

• �Active use. Count tasks such reading articles, posting in 
forums, and playing online games. Do not count passive 
activities such as streaming videos or music.

Spoken mode-optimized 
definition

By Internet, we mean access through a wired or Wi-Fi con-
nection, so exclude cellular networks such as 3G and 4G. 
Only count time on tasks such as reading or posting content 
or playing games, and do not count passive activities such as 
streaming videos or music.

Inclusive/exclusive Exclusive definition
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Question In the past 7 days, how many hours did you work in total?

Mode-invariant definition Work is paid employment performed for an employer or, if 
self-employed, for oneself. Count paid internships or appren-
ticeships. Count time directly spent on work activities, such 
as time at an office or work site, as well as commuting to and 
from an office.

Textual mode-optimized 
definition

Include
• �Paid work or self-employment.
• �Work as an employee or paid intern.
• �Time at work and commuting to and from work.

Spoken mode-optimized 
definition

By work, we mean a paid job or internship, or self-employ-
ment. In addition to time at a job site, work includes com-
muting time.

Inclusive/exclusive Inclusive definition

Question In the past 7 days, how many miles did you travel by vehicle?

Mode-invariant definition Vehicles have two or more wheels, are used for ground trans-
portation and can include cars, trucks, taxis, buses, trains, 
subways, trams, motorcycles, and bicycles. All miles spent in 
a vehicle, regardless of seat location, should be considered. 
Miles as both a driver and passenger should be included. 

Textual mode-optimized 
definition

• �Vehicle. Count any ground travel by vehicle, including cars, 
trucks, taxis, buses, motorcycles, trains, subways, and 
bicycles.

• �Role. Count miles as both driver and passenger.
Spoken mode-optimized 
definition

By travel, we mean miles as a driver or passenger in a vehicle 
such as a car, truck, taxi, bus, train, subway, tram, motor-
cycle, or bicycle.

Inclusive/exclusive Inclusive definition

Question In the past year, how many plane trips did you take?

Mode-invariant definition A plane trip begins at liftoff and ends at touchdown. If multiple 
legs (liftoffs and touchdowns) are involved, such as with 
non-direct or multi-city flights, each is counted separately. 
Similarly, for roundtrip flights, outbound and return flights are 
each counted separately, and all legs are counted separately. 

Textual mode-optimized 
definition

• �Count each leg of a trip separately.
• �Count roundtrip flights separately.

Spoken mode-optimized 
definition

Count each component of a trip separately. For example, 
layovers and roundtrip flights should be counted as multiple 
plane trips.

Inclusive/exclusive Inclusive definition
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Question In the past 30 days, how many times have you had food or drinks 
at a restaurant?

Mode-invariant definition Restaurants are dining establishments at which food and/
or beverages are served. Include sit-down establishments, 
restaurants with and without table service, fast food restau-
rants, coffee shops and cafes, bars and pubs, food trucks, 
and street vendors. Food may be eaten at the restaurant or 
elsewhere, if ordered for take-out, to-go, or delivery.

Textual mode-optimized 
definition

• �Type. Count sit-down restaurants, fast food, coffee shops, 
bars, food trucks and street vendors.

• �Location. Count dine-in, take-out, to-go orders, and delivery.
Spoken mode-optimized 
definition

We mean sit-down restaurants, fast food, coffee shops, bars, 
food trucks and street vendors. We mean dine-in, take-out, 
to-go orders, and delivery.

Inclusive/exclusive Inclusive definition

Question How many pairs of shoes do you own?

Mode-invariant definition Shoes are footwear worn primarily outdoors and secured to a 
foot with some type of fastener, such as laces, zipper, Velcro, 
clasps, or buckles. For this question, footwear designed 
primarily for indoor use such as slippers does not qualify. For 
this question, non-fastening shoes such as flip flops, slides, 
clogs, pumps, and other unsecured footwear do not qualify.

Textual mode-optimized 
definition

Exclude shoes
• �Worn indoors, including slippers.
• �Unsecured, such as flip flops, slides, clogs, pumps, etc.
Include shoes
• �Worn outside
• �Secured with laces, zippers, Velcro, clasps, buckles, etc.

Spoken mode-optimized 
definition

By shoes, we mean footwear worn primarily outside that 
can be secured with fasteners such as laces, zippers, Velcro, 
clasps, or buckles. Do not count unsecured footwear such as 
flip flops, slides, clogs, pumps, and other unsecured foot-
wear.

Inclusive/exclusive Exclusive definition
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Question How many hours of rest do you get on a typical weekday?

Mode-invariant definition Include time spent in a state of sleep or time that has the 
potential to become sleep. This includes overnight sleep and 
daytime naps, as well as time when sleep is not necessarily 
intended, such as during class or a meeting, while reading a 
book, or while watching television.

Textual mode-optimized 
definition

• �Time of day. Count evening and daytime rest.
• �Sleep state. Count time spent asleep or when sleep is 

possible, such as sitting while reading a book or watching 
television.

Spoken mode-optimized 
definition

By rest, we mean time when you are asleep or could fall 
asleep, such as sitting while reading a book or watching TV.

Inclusive/exclusive Inclusive definition

Question In the past 7 days, how many hours did you exercise?

Mode-invariant definition Exercise is physical activity that results in an elevated heart 
rate. This can include vigorous activities such as running or 
biking and less vigorous activities such as walking, climb-
ing up or down stairs, and yoga. Exercise can be performed 
alone, such as swimming or biking, or with a group or team, 
such as basketball or tennis. Include all physical activities, 
regardless of how long they lasted.

Textual mode-optimized 
definition

• �Activities. Count all activities that result in an elevated 
heart rate.

• �Duration. Count all physical activities, regardless of how 
long they lasted.

Spoken mode-optimized 
definition

By exercise, we mean activities that result in an elevated 
heart rate, regardless of the duration of each activity. 

Inclusive/exclusive Inclusive definition

Question In the past 7 days, how many caffeinated drinks did you have?

Mode-invariant definition Caffeine is a stimulant often found in cacao plants and a 
variety of beverages. Common caffeinated beverages include 
coffee, tea, and sodas. While caffeinated beverages may be 
consumed in any amount or container size, for this question, 
8 fluid ounces of a caffeinated beverage is one caffeinated 
drink.

Textual mode-optimized 
definition

• �Count every 8 ounces as one drink.
• �Count coffee, tea, soda, and other caffeinated beverages.

Spoken mode-optimized 
definition

By caffeinated drinks, we mean 8 ounces of caffeinated bev-
erages such as coffee, tea, and soda.

Inclusive/exclusive Inclusive definition
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Question In the past 7 days, how many hours did you exercise?

Mode-invariant definition Exercise is physical activity that results in an elevated heart 
rate. This can include vigorous activities such as running or 
biking and less vigorous activities such as walking, climb-
ing up or down stairs, and yoga. Exercise can be performed 
alone, such as swimming or biking, or with a group or team, 
such as basketball or tennis. Include all physical activities, 
regardless of how long they lasted.

Textual mode-optimized 
definition

• �Activities. Count all activities that result in an elevated 
heart rate.

• �Duration. Count all physical activities, regardless of how 
long they lasted.

Spoken mode-optimized 
definition

By exercise, we mean activities that result in an elevated 
heart rate, regardless of the duration of each activity. 

Inclusive/exclusive Inclusive definition

Question In the past 7 days, how many caffeinated drinks did you have?

Mode-invariant definition Caffeine is a stimulant often found in cacao plants and a 
variety of beverages. Common caffeinated beverages include 
coffee, tea, and sodas. While caffeinated beverages may be 
consumed in any amount or container size, for this question, 
8 fluid ounces of a caffeinated beverage is one caffeinated 
drink.

Textual mode-optimized 
definition

• �Count every 8 ounces as one drink.
• �Count coffee, tea, soda, and other caffeinated beverages.

Spoken mode-optimized 
definition

By caffeinated drinks, we mean 8 ounces of caffeinated bev-
erages such as coffee, tea, and soda.

Inclusive/exclusive Inclusive definition
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